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Rezumat:

Cercetdrile din prezenta tezd se axeaza pe doua directii de mare interes din
domeniul interdisciplinar al analizei de retele sociale: pe de o parte propun analiza
structurald a mai multor tipuri de retele complexe, de colaborare, sintetizatd prin
modelarea topologicd mai realista a retelelor sociale, si pe de altd parte propun un nou
model de interactiune sociald bazat pe un concept nou introdus denumit folerantd. Prin
aceste modele se reuseste imbunatatirea reproducerii dinamicii opiniei prin simulari.
Elementele de originalitate constau in utilizarea algoritmilor genetici, a atasamentului
preferential folosind metrica de betweenness, si a tiparelor de interactiune cu limite
dinamice a agentilor sociali.

Lucrarea se evidentiaza prin aplicarea conceptelor noi din domeniul stiintei
retelelor pe date empirice, pentru a intelege si a modela mai bine procesele sociale din
lumea reala.




Abstract

The recently introduced term, coined as New Network Science, facilitates the understanding of many
emergent phenomena in nature and society, and is a major trend on the modern scientific scale. One
branch of Network Science that has attracted much attention in the last decade is Social Networks
Analysis. The benefit of understanding the complex processes behind how people adopt and form
their own opinions about surrounding problems is an important concern for research fields like Psy-
chology, Philosophy, Politics, Marketing, Finances, and even Warfare, and it can be alleviated using
network analysis.

Social media is constantly modifying the way we create, share and consume information, and has
become a powerful tool for understanding social trends, and society as a whole. The goal of this
thesis is to help in the understanding and better prediction of diffusion phenomena, by using the
computer as a tool for social networks analysis. Relying on computer science as a means for mod-
eling and analysis of the underlying social topologies and individual interaction models, I focus on
understanding systems of people and when they become stable, as well as the connections that cause
events in social networks As such, I make use of the emerging interdisciplinary field of Social Net-
works Analysis, which sheds new light into the modeling of social opinion dynamics and personal
opinion fluctuations, of how people influence each other and how they can be influenced.

The presented work begins with the analysis at the topological level of human relationship estab-
lishment, then explains and models network growth and interaction based on original and validated
socio-psychological assumptions, and reaches the meta-level of human interaction models. These
models are a current scientific (and also socio-political) barrier in predicting social emergence and
being able to design more stable and safe social systems in the future.

I achieve the goals to model social interaction, network structure and network growth more accu-
rately, and ultimately discuss how decision factors can be influenced at the macroscopic level of the
society we live in. Like most of the sciences studying opinion and influence, this work models the
decision process by combining elements from Psychology, Sociology, Anthropology, and Computer

Science.
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Preface

“The world is governed by opinion.”

Thomas Hobbes (philosopher, 1588 - 1679)

To my dear family and closest friends who give me the ambition to surprise myself every day.
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‘Lhe apnea risk matrix is a table which facilitates a statistical diagnosis of apnea pa-{

tients. It 1s based on the tollowing simple measurable criteria: gender (M/F), hyper-

tension (0/1), obesity (0/1), neck (0/1 = >243cm men, 240cm women), mean desat{

uration (0-100%). Each of the seven resulting clusters can be described by the set

ot characteristic features represented in the table. We mark with x the fact that q

criteria can take both values (1.e. 1s irrelevant). In the lower part of the table we rep-

resent the apnea risk probability that a patient included 1n either one of the clusterg

will have. These values result from the analysis of the database with over 1300 patients]193

D.I.

Motit-based network fidelity of cities (rows) using each other as reference modelq

(columns), averaged over motifs of sizes 3-6. A lower value of ¢ means a lower re-

semblance to the reference motit distribution. lhe similarity 1s computed based on

each of the three topographic categories| . . . . . . . . ... ... ... .......
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2.

Representative example for the evolution of reviews count and reviews votes for q

popular businesses on Yelp. The ratio of review votes with respect to the review count)

represented with the green line, 1s interpreted as stubborn agent SA (or opinion

source) concentration. lhe average user defined popularity of the respective busi-

ness over the same period of time represents the state of the social network. Also}

the variation of the stars (blue) i1s represented with orange in the lower panel and it 1§

Interpreted as the participants opinion change w. Point A depicts the 5 A concentra

tion which triggers the delayed convergence in opinion (point b), and spike in opin-
lon change (point C). In this example we have A(OX=28), B(OX=33), C(OX=32))

N L i 3
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‘The four opinion formation phases represented in terms of: normalized amplitudg

(number of tweets / maximum number of tweets or opinion change in Yelp / max

imum opinion change in stars), with each bar-plot depicting the minimum, maxi-

Imum and average variation of opinion change; and time duration (on OX time-axis))

with each horizontal bar depicting the minimum, maximum durations of the phaseq

(gray), and the time at which 1t occurs on average (orange). All datasets indicate the

kame shape of opinion dynamics and the same succession of phases: [-initiation)

|l'-fusion, 1 -tolerance and T—lntolerance.l .......................
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B.7.

a. Interaction models taxonomy. b. Opinion representation types, where the larger

nodes (labeled with S) represent stubborn agents. Discrete opinion (left): nodes have

ppinion 0 (red) or 1 (green) atany time (SD). Continuous opinion (right): nodes have

any opinion between O and 1, highlighted by the color gradient transitioning from|

Ired to green (SC). c¢. Two opinion diffusion models for discrete representation: singlq

diftusion (SD), respectivelty complex diffusion (CD)} . . . . .. .. ... ... ...

B.8.

‘lhe tolerance function as defined by the progressive tolerance model. a. lolerance

kcaling: shows how tolerance ¢ increases with the a;€1 scaling, as a result of contin

uous opinion change for an agent 2. b. Intolerance scaling: shows how tolerance ¢

drops with the ageg scaling, from an initial tolerance #;(0) = 1 to complete intoler-

pnce (0; (1) =0) . . . . . . o e

6.9.

Green (1) vs. red (0) opinion evolution with homogeneous stubborn agent distribu-

tion 1n a 100,000 node social network. The network 1s initialized with 32 red and 32

ereen stubborn agents. Initially, the regular agents have no opinion and are colored

with grey. | distinguish between the following phases of opinion formation: a. lhe

initiation phase / where the society has no opinion, i.e. the stubborn agents exer-

ise their influence to the surrounding neighborhood without being affected by any|

bther opinion. b. 'The fusion phase £ where the society 1s now mostly polarized

(green or red) and difterent opinion clusters expand and collapse throughout the so-

ciety. c. lolerance phase /', where the cluster interaction stabilizes and new, larger]

Imore stable clusters emerge. d. Intolerance phase T, where the overall tolerance of|

pgents has decreased to a point where opinion tluctuation ceases and the red opinion|

becomes dominant (6(¢) < 0.1)] . . ... .. ... .. ... ... .. .. ...

B.10.

Simulation of a 100,000 mesh network with SocialSim [253], displaying a representa

ltive example for the evolution of s(%), #(%), and w(?), as well as the opinion evolution|

Is(t) with various stubborn agents distributions. a. Mesh topology, where the low-

st panel displays the opinion change (w) evolution over three simulation phases. b

Opinion evolution s(t) with few and evenly distributed SA (1:1 ratio: 1 green, 1 red).

. Opinion evolution with many and evenly distributed stubborn agents (1:1 ratiof

B2 green, 32 red), d. Opinion evolution with few and unevenly distributed stubborn|

pgents (1:4 ratio: 1 green,4red)!. . . . . . . . . . . ..o




B.IT.

Opinion evolution with homogeneous stubborn agent distribution (32:32) in small{

world and scale-free networks. a. lolerance phase where no visible clusters emerge

for small-world networks. b. For small-world networks, social balancing is attained

because tolerance remains extremely high (6(¢) > 90%), opinion change (w) exhibitg

the three opinion evolution phases (initiation /, fusion F', and tolerance /'), and

never reaches intolerance. The state of the society s(?) is stable. ¢. Social balancing

Is not achieved for scale-free networks: tolerance drops constantly and the society

Feaches the intolerance phase (7). The state of the society s(Z) is unstable during

the first three phases of opinion change, then stabilizes as tolerance () and opinion

B.12.

a. Representative simulation depicting opinion evolution in an uncorrelated ran-{

dom scale-free network with 32 red stubborn agents and 32 green stubborn agents]

plthough opinion constantly oscillates, society becomes balanced and stabilizes 1n|

the tolerance phase. b. Representative simulation depicting opinion evolution in a

random Erdos-Reny1 network with 32 red stubborn agents and 32 green stubborn

pgents. Opinion change 1s maintained high and opinion presents high oscillations)

put the overall state of the society becomes stable and predictable around 50% green

p.13.

‘Tolerance (¢) and opinion change (w) evolution with the increasing concentration

bt evenly distributed SA and increasing network sizes. a, b. ¢ and w over the five

topologies when the size of the network 1s fixed at /N = 2500, and the concentration

ot stubborn agents ranges from 4% to 36%. ¢, d, e, f. lolerance ¢ stabilization valueg

pt which social balancing occurs over increasing network sizes (/V=400 to 2500 nodes)|123

B.14.

Simulation results of the tolerance model tested using the complex contagion 1n-

teraction principle. I use a 10,000 small-world network with a balanced number of

stubborn agents (32 green : 32 red). Lhe state s stabilizes quickly, and opinion changg

v and tolerance ¢ converge towards zero. Consistently throughout simulations, the

bpinion formation phases are short in duration (generating a distinctive spike, ag

Indicated with the orange oval in the figure) and the society always tends towardsg

ntolerance] . . . . . . L L L L e e e e e e e e e e e e

Xxxi



B.15.

a. Representative simulation depicting opinion evolution in an uncorrelated ran-

dom scale-free network with 32 red stubborn agents and 32 green stubborn agents]

plthough opinion constantly oscillates, society becomes balanced and stabilizes 1n|

the tolerance phase. b. Representative simulation depicting opinion evolution in a

random Erdos-Renyi network with 32 red stubborn agents and 32 green stubborn|

pgents. Opinion change 1s maintained high and opinion presents high oscillations

but the overall state of the society becomes stable and predictable around 50% green|

B.16.

Simulation results for the tolerance-based opinion interaction on a small-world net-

work with 10,000 nodes with 32:32 green-red SAs. a. There are no NullAgents in thq

population. b. 'The population consists of 20% randomly placed NullAgents|

B.I7.

Simulation results for the tolerance-based opinion interaction on a small-world net-

work with 10,000 nodes with 32:32 green-red SAs. a. The population consists of 30%

randomly placed NullAgents. b. lhe population consists of 40% randomly placed
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B.18.

Simulation results for the tolerance-based opinion interaction on a small-world net-

work with 10,000 nodes with 32:32 green-red SAs. a. L[he population consists of 50%

randomly placed NullAgents. b. The population consists of 80% randomly placed
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State of the art social networks. All topologies are synthetically generated using

Gephl. a. A small-world network with 500 nodes. b. A scale-free network with

P00 nodes. c. A cellular network with 500 nodes. d. A static-geographic network
with 500 nodes. e. A WSDD network with 437 nodes. 1. A real Facebook network

with 590 nodes. By running a community detection algorithm, all nodes are colored

pccording to their belonging community] . . . . . . .. ... 0 0000,

A2

‘The asymmetric r function results in difterent values for two equally distant values)

with regard totheaveragex = 3] . . . . . . . . .. .. Lo,

A3.

‘The symmetric r function renders the same values for two equally distant values)
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|A.4. Graphical representation of the network fidelity ¢ 4 measured for each of the five state

bt the art networks: small-world (SW), scale-free (Sk), cellular, static-geographic and

IWSDD. ¢ 1s measured against the four empirical reference networks: friendships on
[Facebook (FB1) and Twitter (1 W1), respectively collaborations on Wikipedia (Wiki)
pnd Gnutella (Gnu). The threshold 0, at 60% similarity, divides the networks intg

realistically accurate ones (green upper-half) and realistically inaccurate ones (red

lower-half). The value for ¢ chosen here is purely illustrative for this example] . . . .

B.I.

‘The two classifications of complex networks: the conceptual perspective versus the

topological perspective] . . . . . . . . ...

B2.

‘The process of classitying the three online social networks (Facebook, Twitter, Google

[Plus) using the four topological classes. Each motif distribution of the social net{

works (Drp, Drw, Dap) 1s expressed as a combination of the four theoretical dis-
tributions (Dyeq, Drnd, Dsw, Dst)| o o v o o v o o i oo e

B3.

Motits representation. a. All existing motifs of size 3 in a directed graph. b. lhe twqg

types of motifs of size 3 in an undirected graph. c. All existing motifs of size 4 in

pn undirected graph. l1he code of each motif corresponds to the decimal value of itg

serialized adjacency matrix) . . . . . . . . . L L L L e

B4

‘The resulting motit distributions on the regular (1),..,), random (1),.,4), small-world

(Dsqy) and scale-free (g r) topologies. 1The occurrence of each motif 1s expressed in

percentage in the central histogram for each network class in part. As can be seen|

bnly distinct motifs (not all) characterize each network class. All 6 motifs of size 4

pre depicted at the bottomof thefigure| . . . . . . . .. ... ... ... ...,

B.5.

‘The resulting motit distributions on the online social networks: Facebook (Drp)]

Google Plus (D p), and Twitter (D). The occurrence of each motit 1s expressed

In percentage. As can be seen, distinct motif patterns characterize each network class

|Ihe codes of each motif are the same as the ones used 1n Figure 5.4 . ... ... ..

B.6.

Radar chart showing the 2-dimensional distribution of motifs of size 4 for the topol{

bgy classes (a) and the online social networks (b)) . . . . . . .. .. ... ... ...
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B.7.

a. Radar chart showing the 2-dimensional mapping of the online social networkg

bver the four topology classes. 'The mapping is done using the fidelity metric ¢ tg

pssess the similarities based on the distribution of size 4 motits. b. lhe cumulative

occurrence of each topology class obtained by adding the normalized fidelities (n )

on each row (from lable B.5). It shows how much each topology contributes overall

fo the three empirical networks| . . . . . . . . . . .. o oo oL

CT.

Graphical representation of the patient population with clinical apnea signs: nod¢q

colors are assigned 1n order to depict, as indicated: AHI groups, hypertension, obe-

kity and neck circumference) . . . . . . . .. .. L oo

2.

‘Lhe visualization of the patient graph with a threshold of: a. 4 out of 7 (4 commu-{

lnities, too dense), b. 6 out of 7 (162 communities, too sparse). lhe node color 19

pccording to the assigned community] . . . . . . . .. ... L0000 ...

3.

Graphical representation of clustering in the patient population with clinical apnea

kigns. Lower-right corner: the population distribution over the 7 clusters. Red de-

picts very severely sick patients, blue depicts clusters with moderate to high severity

C4.

Cumulative AHI diagnosed on the dataset of 1367 patients. The unordered scenarig

considers that random patients are assessed one a a time; the optimal scenario as
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1. Introduction

A major trend of modern science is the study and understanding of social opinion dynamics and
individual opinion fluctuations, of how people influence each other and how they can be influenced.
The benefit of understanding the complex processes behind how people adopt and form their own
opinions about surrounding problems is a major concern for sciences like Psychology, Philosophy,
Politics, Marketing, Finances and even Warfare [23, 146, 154, 82].

Financial sciences, for example, study the markets and consumers to improve profits. Market-
ing uses many techniques to understand the needs, the strengths and weaknesses of different social
layers or groups. One of the key roles is to understand how any current marketing mix (product,
price, place, and promotion) impacts consumer behavior [182]. This research focuses on under-
standing when, how, where and why a product may be bought by people and how these factors can
be influenced. It models the buying process by combining elements from psychology, sociology,
anthropology and economics [82].

Politics use social studies to study the political influence of parties and the means to create a con-
sensus among voters. Whether an agreement, a cooperative or collaborative consensus is sought
after, political parties are interested in an overall public opinion rather than the opinion of individ-
uals [119]. Thus, a similarity to networks of computers can be seen, in which the overall throughput
and correct packet delivery is important, rather than the performance and specifications of an in-
dividual node. Politics use diverse agents to ensure propaganda, especially before elections. These
agents may include political representatives of parties giving speeches to groups or individuals, radio
and television programs, written posters and leaflets and internet based propaganda. Propaganda
is an appeal to emotion, it does imply intellect or any level of knowledge, and this is what makes it
hard to quantify but also very effective in human opinion formation. There are numerous types of
propaganda, based on persuasion, intimidation, ideological and national beliefs. One example of
successful propaganda was the encouragement of women to take up men’s jobs in factories to aid
the war effort for the United States. This eventually contributed to the emancipation of women at
the beginning of the 20th century by allowing more and more women to obtain better ranked jobs
(115, 80].

Warfare has always used counter-intelligence to stop enemy propaganda and spies to influence the
enemy’s morale. Psychological warfare, even though older, was successfully reintroduced during the
Second World War with the help of leaflet bombs. This type of propaganda had the purpose of turning
civilians against their own forces through intimidation, promise of rewards or assistance [46]. One
successful example of leaflet usage was during the First Gulf War when eighty thousand troops of the
Iraqi forces surrendered to the Americans.

Social Science is a term used to encapsulate a large number of sciences branching from the study of
society and human behavior. Its foundations are considered to have been laid down by E. Durkheim,
K. Marx and M. Weber during the 19th century. There are three approaches in applying this science:
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« Positivism, using studies based on natural science to explain social behavior [114]. This prin-
ciple is based on empiricism and scientific methods are considered to provide a valid founda-
tion for sociological research based on the fact that the only authentic knowledge is scientific
knowledge. Quoting E. Durkheim: “Our main goal is to extend scientific rationalism to hu-
man conduct.... What has been called our positivism is but a consequence of this rationalism”
(8T1].

« Interpretive sociology (or antipositivism), based on understanding how social actions affect
the people, rather than explaining the feedback based on investigations of the natural world
(T00].

« Modern eclectic approach, combining multiple techniques.

Social research is conducted on understanding social phenomena, designing models or patterns and
proving them with social evidences. Based on what type of evidence is used, there are two types of
social research approaches [[104, 77]:

+ Quantitative design that rely on statistical data and offer reliable conclusions.

« Qualitative designs that rely on direct observations and tend to study subjective accuracy over
statistical generality

The results obtained through social research are used to implement various crowd control techniques.
Crowd manipulation is one such technique which is based on the research of crowd psychology.
Scientists can prove that the psychology of an individual within the crowd is different from the overall
crowd psychology, yet groups of people can act together for a common goal. It is this aspect that
makes crowd manipulation a tool to influence groups of people to behave in a specific manner, to be
directed towards a desired action [282, 283].

As a conclusion, social research is proving useful in understanding the mechanisms which trans-
form individual opinion into a wide-spread social opinion; how opinions affect individuals and how
they evolve in time as seen on a macroscopic scale. Modeling social behavior can be both a means
of defending and boosting democratic rights as well as a means to impose and manipulate a society
or a social layer [72]. From the riots organized during the French Revolution (1793) and the Boston
Massacre (1770) to the opinion on global warming, ecology or modern warfare (London, 2009) [B3],
all these events are the result of social interconnection and social opinion building between people.

1.1. Thesis domain

New Network Science is receiving an increased interest from many fields of science since many empiri-
cal observations of our surrounding world show the same properties, regardless of whether they are of
natural or synthetic origin [89]. There are topological models which describe geographical proximity,
friendship distribution, neural networks in the brain, protein interaction mechanisms, natural food
chains, the distribution of means of transportation, citation networks, sexual interaction patterns,
the world wide web, power distribution networks, relationship of words in a language, interaction
between ingredients in a recipe, the world markets, political structures [0, 276, 95, 250, 131, 82, 214].
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As a branch of this network science, the major goal of Social Networks Analysis (SNA) is to analyze,
understand and model real social networks. It can focus on the topological level of a network, i.e. how
the nodes interconnect, or on the behavioral level, i.e. how the nodes interact. Both of these prob-
lems are approached through empirical studies (direct and indirect measurements, surveys, statistical
analysis etc.) which lead to the proposal of a model for the observed real social network [116]. The
interdisciplinarity of the New Network Science brings together many fields of science which process
big data modeled as graphs [95, 89]. Regardless of the representation of nodes, edges, edge direc-
tions, and edge weights, this data often undergoes numerical comparison, sampling, and statistical
analysis to extract relevant patterns from it. To that end, network scientists use diverse state of the art
comparison techniques, but there is no single methodology to express similarity/dissimilarity in an
objective and uniform manner. My proposal uses solely the topological properties of the underlying
graph.

The scientific domains treated in this thesis are: social networks analysis, complex networks, net-
work topologies, social opinion dynamics, graph theory, and statistics.

The presented work focuses on two main directions, equally important for social opinion modeling

(see Figure [L.1)):
« Creating networks which model the basic connection patterns of a real society, and

« A robust social interaction model, namely a set of rules which describe how agents behave in
a society.

Both directions are important as the topology defines the physical interconnection rules, creating
information saturation and hub nodes due to its layout, while the communication model defines the
actual evolution of an agent’s decision process, which forms its opinion. Thus, both directions have
been researched a-priory for this thesis.

Regardless of the science in question, computational social science is still in its infancy. However,
an increased interest is shown in this topic as several conferences in computer sciences are creating
categories destined for research oriented towards social behavior. To better understand the social
processes a better collaboration between natural sciences and applied sciences is needed, as both
possess valuable knowledge [[06]. Using the current computational power, computers can help re-
searchers analyze interleaved mathematical and psychological models at a faster rate. Of course,
validating results with empirical data is the final step in proving that a social process is understood.
Recent mathematical research proposes new ways of modeling societies or clusters of individuals and
present results of great theoretical value [112].

1.2. Motivation and impact

A noteworthy study states that our daily “social transactions” leave digital fingerprints which offer
increasingly comprehensive pictures of both individuals and the groups we pertain to, with the po-
tential of transforming the understanding of our lives, organizations, and societies in a fashion that
was barely conceivable until recently [I54]. The capacity to collect and analyze massive amounts
of data is transforming fields like biology, economy and physics. However, the emergence of data-
driven computational science has been much slower, carefully directed by a few intrepid computer
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Figure 1.1.: The contributions of this thesis: structural and behavioral modeling.

scientists, physicists, and social scientists [[187, 281, 25, 205, 154]. Current emergence of computa-
tional science impacts many research directions, and thus I consider my thesis to come and serve
this movement at its most fundamental levels.

In light of the movement started by Alex Pentland - reinventing society in the wake of big data -
current challenges include analysis, capture, data filtering, search, sharing, storage, transfer, visual-
ization, and information privacy. The term Big Data casually refers simply to the use of predictive
analytics or other certain advanced methods to extract value from data. While the size of the data is
not always considered a decisive factor, of course, accuracy in big data may lead to better decision
making, which lead to greater operational efficiency, cost reduction or reduced risk in social systems
[176]. The envisioned analysis of data can find new correlations, to detect trends in business, prevent
diseases, combat crime [71]. Researchers, marketing analysts, media practitioners, general advertis-
ing and governments regularly meet difficulties with large data sets in areas including Internet search,
finance and business information. Scientists encounter limitations in computational science work,
like predicting earthquakes, weather, genomics [270], connectomics, complex physics simulations
[69], and biological and environmental research [227].

With Big Data we can now begin to actually look at the details of social interaction and how those
play out, and are no longer limited to averages like market indices or election results. It could prove
used for good or for ill, and so Big data brings us to interesting times. We're going to end up rein-
venting what it means to have a human society [[177, I81].

The work presented in this thesis analyzes current social models and their relevance in opinion
dynamics. The contribution is divided in two major sections: graph analysis and modeling using
existing empirical data of social networks, and computational simulation and mathematical modeling
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of the opinion evolution in a society.

A relevant survey made in the direction of improving diffusion models [112] creates a taxonomy
which falls in line with the goals of my thesis, highlighting its scientific impact. Figure [[.7 shows the
challenges and approaches that at of very high interest in current SNA.

The first and foremost challenge is to determine the topics which form the actual “opinion” in the
society. Social media is an undeniable layer of our daily lives in the 21st century, and contains most of
the communication undertaken by people. It is imperative that we are able to filter out those topics of
interest for a certain research context (e.g. solely political, marketing context etc.). The two available
approaches are based on term frequency and social interaction frequency. More specifically, relevant
terms can be extracted through data mining, like analyzing tweets, emails, of Facebook messaging
coming from all active users. Conversely, we can analyze the most intensive links between users and
extract their common topics.

Once the topics which represent opinion are known, research can be oriented towards understand-
ing and modeling the diffusion processes of those topics. The is an exploratory approach, which uses
solely empirical data and try to reproduce similar theoretical models. Static networks can be used,
e.g. a dataset of millions of tweets and re-tweets that has been data-mined in the past, to analyze mes-
saging intensity and try to reproduce a similar dynamics phenomenon in a synthetic graph. Also,
dynamic networks can be used, e.g. real-time mining of Twitter, to model the same synthetic pro-
cesses. The latter approach is useful when no datasets are available, but is constricted by the usual
API limitations of modern social platforms. Another approach is the predictive one. This can be
graph-based, namely is uses mathematical models for agent interaction to try and reproduce em-
pirical observations. Graph based approaches rely on the Independent Cascade (IC) [108] or Linear
Threshold (LT) [[10] diffusion models. The IC model requires a diffusion probability to be associated
to each edge, whereas LT requires an influence degree to be defined on each edge and an influence
threshold for each node. Both model proceed iteratively along a discrete time-axis, starting from a set
of initially opinionated nodes, commonly named early adopters [231]. Non-graph-based approaches
do not depend on the underlying topology, but rather divide nodes into several types. As such, there
are two models pertaining to epidemiology, the SIR and SIS models [120].

Finally, once both opinion and diffusion are defined, it is important to determine which nodes act
as spreaders of the opinion. This helps simulate and predict the outcome of the diffusion phenomena.
There are topological approaches using centralities or motifs, as well as other types of approaches.

In the presented context, my thesis revolves around graph-based predictive models for model-
ing diffusion processes, and uses static empirical networks for validation purposes. Also, is offers
a topological perspective of how social network structure emerges and evolves. This is achieved by
creating an original topological model, introducing a personal growth model and doing empirical
online social networks analysis using motifs.
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Complex networks cover an active area of scientific research inspired largely by the empirical study
of real-world networks such as communication networks, economical networks and social networks.
They are classified into four major types, based on the context which they model: biological networks
(e.g., metabolic networks, transcription regulatory networks, protein-protein interaction networks,
protein structure networks, neural networks, ecological networks, natural food chains) [0, 276, 82],
social networks (e.g. friendship networks, citation networks, voter networks, world markets, polit-
ical structures) [246, 276, 214], technological networks (e.g., computer networks, electrical circuits,
road networks) [[10], and semantic networks (e.g. word-net [[188], recipe networks [250]). Without
exception, all these networks can be represented as graphs, which include a wide variety of subgraphs.

This section carefully introduces every notion of complex networks, ranging from graph science
to some of the most advanced features of social network analysis. The purpose of this section is to
offer most readers with basic concepts of mathematics n overview of the topics discussed later in
this thesis. It is written using both consistent mathematical notations, and an approachable scientific
language.

Complex networks deal with a plethora of models, so apart from the common fundamentals of
graphs, the section and thesis focus solely on social-context specific notions. As my thesis is elab-
orated for the degree of doctor in computer science, the first subsection introduces the reader to
the relationship between computer science and SNA. Next, I present the most relevant metrics used
in graph science (ranging from nodes and edges to centrality distributions), followed by social spe-
cific concepts (i.e. used for opinion modeling). The fourth subsection is dedicated to social net-
work topologies, which represents one of the two main points of study for my thesis. I present the
fundamental models which have inspired the advanced topologies that were an inspiration for my
proposals. Next, I refer to the second part of my thesis, by introducing the state of the art social in-
teraction models. Finally, I discuss the standards, trends and limitations in creating and comparing
social models.

2.1. Social networks: An introduction to computer science

Social networks, in computer science, are a branch of complex networks, and their theory is based on
network theory, graph theory and network science. The main purpose of social networks is to model
the structure and relationships between persons in a real society [277]. The structure can be further
generalized to groups of persons, clusters, layers, cities, states etc., each group with a particular set
of defining characteristics. This area of science was proposed in the 1970s [197] and was based on
empirical observations of computer networks and human networks, with many ideas coming from
the distant field of sociology. Even though 40 years old, only recently (2010s) has this field started to
attract great interest from universities and researchers around the world.

Even though the term social network used in conjunction with sites like Facebook or Twitter has



2. Theoretical foundations

a different meaning than the term used in computer science, the similarities have offered a good
perspective in science. As researchers C. Alt et al have explained, it is the evolution of companies
like Facebook who have generated the interest of computer science in social networks [12]. Not only
does the existing data offer social researchers valuable feedback on their work, presumptions and
conclusions but the extended usage of social sites attracts more and more students into this area of
science.

A social network is a construction with individuals (actors, agents) and bidirectional connections
(relationships, friendships) between these individuals resembling a real social structure of people.
The role of such a network is to provide information on how relationships evolve and how informa-
tion is passed within the society as determined by the interactions. The two main aspects of a social
network are the network topology and the agent interaction model. An important property of social
networks is that they are self-organizing and emergent. Patterns present at a small scale, inside a
small group of agents, replicate themselves at a greater scale. However, with increased network size,
the information output becomes overwhelming. That is why studying a too general network (e.g.
a country, the world) becomes unfeasible. Consequently, studies are done only on relevant groups
with clearly defined properties so that the output information is unbiased. Usually there are three
levels of social network composition and study: micro-level (studying an individual and its relation-
ships), middle-level, and macro-level (studying effects on large populations, regardless of individual
effects). The presented work manages micro-level social networks at the level of interactions, but
analyzes the results at a macro-level as only the overall opinion distribution is relevant. The levels at
which the research was done are [198]:

o Actor (Agent) level: the smallest unit analyzed in the network. It encapsulates metrics like
tolerance, confidence, credibility, trust.

« Dyadic level: the relationship between two actors. All relationships are bidirectional (i.e. both
actors are friends with each other) and transport one opinion from a source to a destination.

o Triadic level: represents the smallest social molecule in a society. It is formed by any two
actors with a relationship between them. This relationship permits interconnections that alter
the opinion, confidence and tolerance of both actors.

2.2. Metrics of complex networks

Several concepts specific to complex and social networks are presented in this section, as they will also
be used over the course of the whole thesis. These concepts - as found in literature - are introduced
as follows.

2.2.1. Graphs: nodes, edges, degrees and weights

As the building blocks of social networks consist of mathematical graphs, I start by defining this ab-
stract data type which is commonly used in mathematics and computer science to model pairwise
relations between objects. A graph G = (V, E) consists of vertices (nodes) V' which have connec-
tions between each other through the set of edges E. The graph may be undirected, meaning that
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edges are symmetrical in terms of the two ends (there is no distinction between the two vertices as-
sociated with each edge), or its edges may be directed from one vertex V; to another V;. In this case,
we can say that there is a path from V; to V}, but not vice-versa.

Nodes represent the abstraction of any natural or synthetic process for which network science may
be used. At the most basic level, each node possesses an identity (name) and a set of edges through
which it connects to other nodes. Often, nodes possess context-specific properties which are used
in research to see how these properties cluster together - using bipartite graphs, and community
detection methods [202, 205, 198].

Edges represent a relationship between two edges, connecting them, being either undirected or
directed. If say, edge e(i, j) connects nodes v; and v; and is undirected, then both nodes can be
reached following e from the other end. If e(7, j) is directed, then only a path from v; to v; exists
in graph G. Moreover, in a directed context, it makes sense to have another edge € (j, i) which
creates a path in the reverse direction. Edges may also be weighted or unweighted. In the context of
undirected graphs, each edge from E may be associated a weight equal to 1 for computing paths or
costs. If the relationship between nodes implies different magnitudes, then weights may be assigned
to edges. A special case of edge is the self-loop, in which a node redirects to itself (e.g. a web page
has a link that redirects to itself).

The degree of a node is the number of nodes with which it is connected through graph edges. In
directed graphs, a node has two degrees: an out-degree for edges exiting the node, and an in-degree
for incoming edges.

A path in a graph is a sequence of edges that connect a starting node to a destination node. If
there is no possibility to reach a certain node, then there is no path between that pair of nodes. A
graph is called connected if any node may be reached from any other node of the graph following any
path. For a connected undirected graph G = (V, E) we have the following relationship between the
minimum/maximum number of edges and the number of nodes:

minimum |E| = |V] —1 (2.1)

Vx|V -1
2

If the number of edges is maximal, then the graph is considered fully connected and there is a path
of length 1 from any node to any other node. However, such graphs don’t usually exists in nature, as
connections are much sparser. To keep the graph connected (often a requirement in graph modeling
meant to study natural processes) at least |V| — 1 edges have to be left in G.

~ VP (2.2)

mazimum |E| =

2.2.2. Density and diameter

Based on the notions introduced in the previous subsection, we call G a dense graph when the num-
ber of edges E is close to the maximal number of edges. The opposite, a graph with only a few edges,
is a sparse graph. The distinction between sparse and dense graphs is rather vague, and depends
on the context. A different definition exists for density whether we refer to undirected or directed
graphs. For undirected graphs, the graph density is defined as:
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Figure 2.1.: An illustration of a sparse graph (a) and a dense graph (b). The sparse graph has 200
nodes, 131 edges, is sparse, disconnected, with a density of D = 0.0065. The dense
graph has 200 nodes, 3500 edges, an average degree of 17.5, may be considered dense,
and is connected, with a density of D = 0.1758. All nodes are sized and colored in red
direct proportional to their degree.

_ 2Bl B
VIx(VI=1)  maz(|E])
Using equation P2 the density D can be considered the number of edges which exist in the graph,

divided by the maximum number of edges which can exist. For directed graphs, the graph density is
slightly modified as:

(2.3)

VIx(VI=1)  maz(|E]) '
The lack of a 2x modifier comes form the fact that directed graphs have a double number of max-
imum edges, that is, each pair of nodes can have two edges connecting them. The minimum density
D is 0, and the maximum D is 1. An example of two graphs with opposing properties have been
generated and depicted in Figure ..

2.2.3. Degree distribution

The degree distribution of a network is a function describing the probable distribution of node de-
grees over that network. The basic characteristic of a single node in a network is its degree. The
degree is the number of connections it has to other nodes and is denoted by deg(v). Depending
on the type of graph, there can be an in-degree (deg — (v)) and an out-degree (deg + (v)), for in-
coming respectively outgoing connections. Undirected graphs, like social networks, only have the
degree characteristic. Nodes with a higher degree than other are called hubs, as they tend to facilitate

10
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communication for distant nodes. Also, in scale-free terms, a more connected node has a higher
chance of becoming even more connected. The degree distribution denoted P (k) is defined as the
ratio between the number of nodes with degree k and the total number of nodes [276]:

_ Nk
N

where NV, is the number of nodes with degree k. The function describes the probability that a ran-
domly selected node has degree k. For example, a regular mesh, with most nodes having degree
eight, will have a distribution P (k) with only a spike at k& = 8. The more randomness is added to
the network connections, the broader the spike becomes. On the other extreme, a fully random net-
work will have a Poisson-like distribution of degrees. Empirical results however, show that many real
networks follow a different distribution than the regular Poisson distribution. The nodes tend to be
connected like in a scale-free network, thus they obey a power-law distribution [25]. The form of
this distribution is:

P(k) (2.5)

P(k) ~ k™7 (2.6)

where +y is empirically observed to be between 2 and 3 for a power-law specific to social networks. As
this form of distribution is not subject to network scale, it is characteristic for scale-free networks.

2.2.4. Power-law distributions

Many physical, biological, and synthetic phenomena tend to follow a power-law, as depicted in Figure
R.14. For example, these include fluctuations of financial markets [97], the sizes of earthquakes,
craters on the moon, and of solar flares [204], the structure of the internet [87]. Also, in nature,
the foraging pattern of various species has a similar distribution [127]. Moreover, the sizes of activity
patterns of neuronal populations [[43], the frequencies of words in most languages [[188], frequencies
of family names, the species richness on the tree of life of organisms [J], the sizes of power outages,
criminal charges per convict, and many other quantities have been proven to follow a power-law [63].

Scientific interest in power-law relations derives from the ease with which certain classes of mech-
anisms generate them; the demonstration of a power-law relation in some data can point to specific
kinds of mechanisms that might underlie the natural phenomenon in question, and can indicate a
deep connection with other, seemingly unrelated systems. In physics, the presence of power-law re-
lations is due to dimensional constraints, while in complex systems, power laws are often thought to
be signatures of hierarchy or of specific stochastic processes.

Research on the origins of power-law relations, and efforts to observe and validate them in the real
world, is an active topic of research in many fields of science, including Physics, Computer Science,
Linguistics, Geophysics, Neuroscience, Sociology, Economics and others [59, 154, 82]. However
much of the recent interest in power laws comes from the study of probability distributions. The
behavior of these large events connects these quantities to the study of theory of large deviations
(also called extreme value theory), which considers the frequency of extremely rare events like stock
market crashes and large natural disasters. It is primarily in the study of statistical distributions that
the name "power law” is used; in other areas, such as physics and engineering, a power-law functional
form with a single term and a positive integer exponent is typically regarded as a polynomial function
(64].

11
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The identification of power-laws in data is often solved through graphical analysis. Although more
sophisticated and robust methods have been proposed, the most frequently used graphical methods
of identifying power-law probability distributions using random samples are Pareto plots, and log-
log plots [64]. Log-log plots offer a way to graphically examine the tail of a distribution. This method
consists of plotting the logarithm of an estimator of the probability that a particular number of the
distribution occurs versus the logarithm of that particular number. Usually, this estimator is the
proportion of times that the number occurs in the data set. If the points in the plot tend to converge
to a straight line for large numbers on the OX axis, then we can conclude that the distribution has a
power-law tail. Examples of the application of these types of plot have been published in scientific
journals of the highest class [134].

2.2.5. Average path length

The average path length is one of the three basic measures of topologies. In a network with undirected
edges, the minimum distance between two nodes, d;;, is the minimum number of hops needed to
reach node j from node i and vice-versa. The diameter of that network is the maximum distance
between any two nodes. The average path L is the sum of all paths, divided by the number of paths
in the network:

2
L= ey Z d(vi, vj) (2.7)
]

where n is the size of the given graph, and v are vertices. For example, in a network of friends, L is
the average number of friends that form up the shortest way connecting any two friends [276]. In a
road network, L is the average number of roads a driver has to change in order to get from one city
to any other city. A particular aspect is that natural networks, even though having lesser edges than
a computer network, still have a very small average path. This is the property known as small world
effect found in small-world networks [281, 244].

2.2.6. Average clustering coefficient

The clustering coeflicient is a measure of the nodes’ tendency to cluster together. This can exempli-
fied that in a friendship network, there is a great possibility that one of your friend’s friend is also a
direct friend. Or reinterpreted: it is very likely that two friends of a person are also friends with one
another. Thus, the clustering coeflicient can be defined as the ratio between the existing number of
links between a node and his friends, and the total number of links that can exist. More precisely, if
anode n; has deg(n;) = d; then it has d; friends. The maximum number of links between all these
noesis d;(d; +1)/2.

-9 L

where E; is the existing number of links between the neighbors of n;. The average of the coefficients
of all nodes in the network is the clustering coeflicient C' of the network.

C; (2.8)
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|
link present
L ........ link absent
/
3 =3 fe=85
(a) (b)

Figure 2.2.: a. An example of the average path length L in a graph. b. An example of computing the
average clustering coefficient C' in a graph.

N
C= ZZ:&(Q) (2.9)

or as defined by Luce and Perry in 1949 [171]:

c— 3 X number of triangles ~  number of closedtriplets (2.10)
"~ number of connected triplets  number of connected triplets '

It can be concluded that the maximum clustering coefficient of a network is 1. A network with C' =
1 isa fully connected graph with point-to-point connections, while a completely random network has
C ~ 1/N. This is however very small compared to observable networks which have their clustering
coeflicient satisfy the following relationship:

1
—<C<1 2.11
~ < C< (2.11)

This means that most networks are neither random, nor fully connected, and thus the triadic clo-
sure is a very important aspect of social networks. An illustration of the concepts of L and C is
depicted in Figure 2.2

2.2.7. Modularity and community structure

One of the main drives behind graph modeling of natural or man-made phenomena is to analyze
how the different concepts (represented as nodes) connect and cluster together - both numerically
and visually [205, 206]. Most network-based approaches yield a certain community structure that
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(a) (b)

Figure 2.3.: An illustration of community structure in complex networks. a. A graph with a weak
community structure, thus a modularity Mod = 0.2 b. A graph with a visibly strong
community structure, thus a modularity of M od = 0.55. All nodes are colored according
to the community to which they belong. I have used the community detection algorithm
(B8] implemented in Gephi [30] for this purpose.

has substantial importance in building an understanding regarding the dynamics of the network. For
instance, a closely connected social community will imply a faster rate of transmission of information
or rumor among them than a loosely connected community [198]. Thus, if a network is represented
by a number of individual nodes connected by edges which signify a certain degree of interaction
between the nodes, communities are defined as groups of densely interconnected nodes that are
only sparsely connected with the rest of the network. Hence, it may be imperative to identify the
communities in networks since the communities may have quite different properties such as average
node degree, clustering coefficient, and other centralities [206]. As such, community detection and
analysis have received much attention in the last decade [200, 202, 205, 198, 197].

Modularity (Mod) is a measure of the structure of networks or graphs. It was designed to measure
the strength of division of a network into modules (also called groups, clusters or communities).
Networks with high modularity have dense connections between the nodes within communities but
sparse connections between nodes in different communities. Numerically, it is defined as the frac-
tion of edges that fall within the given communities minus the expected such fraction if edges were
distributed at random. The maximum value for modularity is 1.

There are different methods for calculating modularity [205]; in the most common version of the
concept, the randomization of the edges is done so as to preserve the degree of each vertex. An
example of two graphs with different modularities have been generated and depicted in Figure .3,

2.2.8. Centralities of complex networks

When analyzing graphs, it is often required to extract the most important nodes. The so-called indi-
cators of centrality identify such nodes in a graph. For example, applications may include identifying
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2.3. Concepts of social networks

the most influential persons in a social network, key infrastructure nodes in a computer network, ur-
ban intersections in which traffic may congest, or influential genes in transmitting disease. “Central-
ity concepts were first developed in social network analysis, and many of the terms used to measure
centrality reflect their sociological origin” [197].
I have extensively used centrality distributions in my thesis to analyze networks in terms of struc-
tural properties and similarity. The most important centrality measures are defined below:
 Degree centrality. The simplest type of centrality, it refers to the degree of each node. The
degree distribution P < k > is an important aspect when studying empirical networks as
they usually possess a uniform, normal or power-law degree distribution. The latter is relevant
to scale-free networks which are discussed in section 2.4.5.

o Closeness centrality. A connected graph G = (V, E) has a natural distance metric between
all pairs of nodes, defined by the length of their shortest paths L. The farness of a node v; is
defined as the sum of its distances from all other nodes in V, and its closeness is defined as the
reciprocal of the farness [32] as:

1
Cli) = =———— (2.12)
ZJ d(]v Z)

« Betweenness centrality. It quantifies the control of a node over the communication between
other nodes [94], by measuring the number of times a node acts as a bridge along the shortest
path between two other nodes. The betweenness of node ¢, for all pairs of nodes a and b is
defined as:

Btw(i)= Y Tab (i) (2.13)

g
atith b

« Eigenvector centrality. It is another measure of the influence of a node in a network. Similar
to Google’s PageRank, it assigns relative scores to all nodes in the network based on the concept
that connections to high-scoring nodes contribute more to the score of the node in question
than equal connections to low-scoring nodes.

« HITS (hyperlink-induced topic search). It identifies good authorities and hubs for a topic by
assigning two numbers to a page: an authority and a hub weight. These weights are defined
recursively. A higher authority weight occurs if the page is pointed to by pages with high hub
weights. A higher hub weight occurs if the page points to many pages with high authority
weights [144].

Figure 2.4 offers an overview of the most common centralities on a mesh network with 200 nodes
and 450 edges. The data was generated in Gephi [30] using a plugin developed by the author, and the
centralities are computed using existing facilities in Gephi.

2.3. Concepts of social networks

Moving further away from the mathematics and closer to the function of social interactions, there a
some unique features which characterize social networks. While complex networks model any kind
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55 = 0

Betweenness Eigenvector Pagerank

Figure 2.4.: An illustration of graph centralities in a graph with 200 nodes and 450 edges. All nodes
are highlighted in red according to their increasing: a. degree centrality. b. closeness

centrality. c. authority (HITS). d. betweenness centrality. e. eigenvector centrality. f.
PageRank.
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2.3. Concepts of social networks

of biological, technological, semantic or social concepts into nodes, the branch of social networks
deals with one recurring concept: nodes are viewed as actors. These are often individuals, online
users, persons. They share knowledge, have an opinion, a public status and a private state, and interact
with other actors. This interaction causes dynamics in opinion, or so-called processes.

2.3.1. Agent

An agent, or node, is the term used to describe the network node (Graph theory) or the social actor
(Sociology). There are multiple types of agents in literature, and this thesis makes reference to five
types of agents defined and/or proposed in the presented social models:

« Normal (regular) agents - this is the bulk of the population which is involved in the opinion dy-
namics process (i.e. has an opinion during simulation scenarios) and follows the rules imposed
by the interaction model that is used. Regular agents interact with any other type of directly
linked agents (neighbors), poll their neighbors for opinion, and update their state (opinion) in
time. The distribution of the overall opinion in a society is that of the regular agents. All other
agent types serve to increase the “realism” of the social mix.

« Unopinionated (null) agents - is a type of agent that does not take part in the interaction pro-
cess. These agents are uniformly distributed across the society, are connected to all types of
agents, but do not have, nor update an opinion. Their state is always set to NONE, and can
be viewed as actual interruptions in the links of the social topology. If two regular agents are
connected, they may influence each other. However, if two regular agents are separated by a
null agent, then they cannot pass information from one to another. The null agents are used
to increase the realism of simulations, as society rarely has all its individuals implied in one
diffusion process.

« Stubborn agents - is an agent type whose opinion is defined before social simulation begins
and who does not get influenced by others, i.e. his opinion cannot change. These agents are
the sources of social opinion, while the rest of agents absorb and transmit these opinions. Such
agents were defined by [2, 291, 4].

o Absurd (contrarians) agents - is an agent type similar to normal agents who builds his opinion
by interconnecting with his neighbors, but reacts exactly the opposite in the process of opinion
forming [[164, 179]. Namely, all opinion influences have the opposite role: if the absurd agent
talks to an agent who sustains opinion A over opinion B, the absurd agent will be more inclined
to sustain opinion B, as if the normal agent would have sustained the other opinion.

« Random agents - are agents which, based on the interaction model context, interact with other
neighbors like regular agents, but always take random opinion. Whether the actual opinion is
updated in a random fashion after social interaction, or the tie strengths (e.g. trust, tolerance,
weight on edges) is recomputed at random, these agents are used instead of regular agents in
null-model simulations to demonstrate that the emergent behavior induced by the interaction
model is not a cause of random events. In other words, random agents are used to show that
an interaction model behaves substantially different if tested on regular agents, and thus the
empirical observations are legit.
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An agent can only be of one type throughout the simulation of a society. A small social networks
consisting of different agent types is depicted in Figure .5,

Features of agent-based simulations

An agent-based social model is built of individual agents, commonly implemented in software as
objects (instances of an Agent class). Agent objects have states and rules of behavior, as defined by a
social interaction model. Running such a model simply amounts to instantiating an agent population,
letting the agents interact, and monitoring what happens, using numerical and graphical (empirical)
analysis. As such, solving the equations behind the interaction model simply means running the
software simulation (forwarding it in time). Furthermore, when a particular instance of an agent-
based simulation, call it S;, produces result R?;, one has established a sufficiency theorem, that is, the
formal statement R; if S; [196].

There are several advantages of agent-based computational modeling over conventional mathe-
matical theorizing:

« It is easy to implement the intelligence of agents (through object-oriented programming and
polymorphism) and limit their rationality in agent-based computational models.

o Itis a simple task to make agents heterogeneous in agent-based models. One can instantiate a
population having some distribution of initial states, e.g., opinion, tolerance. That is, there is
no need to appeal to single, representative agents.

« Since solving means execution, the obtained results are not only the end equilibrium, but also
the whole history of evolution. The dynamics are considered an important part of simulation
analysis [279, 198].

« Social and physical processes are difficult to account for mathematically, except in highly sim-
plified ways. However, in agent-based models it is usually quite easy to have the agent inter-
actions mediated by networks [20].

Nonetheless, “the agent-based modeling methodology has one significant disadvantage regarding
mathematical modeling. Despite the fact that each run of such a model yields is a sufficiency theorem,
a single run does not provide any information on the robustness of such theorems” [20] . The question
that arises is if an agent model S; yields result R;, how much change in S; is necessary in order for
R; to become invalid? The only solutions to treat this problem in agent-based computing is through
multiple runs, systematically varying initial conditions or parameters in order to assess the robustness
of results.

2.3.2. Opinion

Opinion is the basic metric describing an agent’s willingness to make a decision. This thesis focuses
only on binary decisions [292, 4] like:
« Voting candidate A or B.

 Choosing product X or Y.
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2.3. Concepts of social networks

Figure 2.5.: An illustration of agent types in a graph with 68 nodes and 302 edges. All nodes are
highlighted according to one of two possible opinions: red or green. Stubborn agents are
depicted using larger nodes (3 green, 2 red), null agents are colored in gray, and regular
agents have the color of their opinion.
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« Buying or not buying a product: X-yes, or X-no.
« Approving with a person or not (court, politics, doctor etc.).

« Supporting a popular belief or not (propaganda, revolution).

Each agent has its own opinion. Personal opinion is changed in the process of communicating
with a neighbor (friend), and depends on multiple parameters, as defined by the social interaction
model. The way opinion is formed and changes defines the social interaction model of the society.

Opinion is usually a term coined for the information contained by an agent in simulation scenarios.
It is the currency that is exchanged with other agents and the one which evolves in time. However,
agents may hold other information as well, like a trust parameter in each neighbor, a tolerance (as
porposed in this thesis), a public opinion, a credibility parameter etc. As a notation, an agent v;will
have opinion z;(t) in time. The value of x;(¢) can be discrete (0 or 1) or continuous (between 0 and
1).

It is worth mentioning that while a node has a sinlge instance of an actor in a social network (one
layer), there is recent work which studies multi-layer social networks[173, B9]. These on the other
hand, treat each instance of an actor on every layer in an individual way. That is, an individual may
be an actor in a particular topological setting on Facebook, another on Twitter, a completely different
one at work or with his offline friends, In this case, opinion would become a composite vector of states
of different context. This thesis does not explore the area of multi-layer networks.

2.3.3. Agent state and network state

The status of an agent is a binary descriptor of its opinion. While opinion is modeled as a fluctuating
real number between 0 and 1, status is a measure quantifying what decision an agent would take at
an exact moment in time. There are three possible states for any agent:

« No: 0 < opinion < 0.5. Depending on the modeled decision, the agent is choosing opinion A
or he is simply not choosing to vote, or buy a proposed product.

« None (not decided/involved): opinion = 0.5. An agent will not express any opinion when
polled.

« Yes: 0.5 < opinion < 1. Depending on the modeled decision, the agent is choosing opinion B
or he is simply choosing to vote, or buy a proposed product.

Stubborn agents will always have the same status during simulation. The status of the entire network
is the average status of all nodes:

Nx*
S — Z’LZl(Si)
Nx
where each node, regardless of type, accounts with s; = 0 for state No and s; = 1 for state Yes.
The process of computing the network state is called polling. Undecided nodes are not counted in the
polling process, thus the N symbol.

(2.14)
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2.4. Topologies

2.4. Topologies

As any graph based model, a social network can be described through its layout and connection pat-
terns. A network topology is a term used to describe the interconnection pattern of the elements
composing the network. Linking elements can be done physically or logically. As social networks
describe combined human relationships, knowledge or emotion, the links are purely logical. An-
alyzing topologies is done with the help of graph theory, a mathematical theory used to describe
relationships between objects.

For this thesis, a number of topologies have been reviewed in order to study their effect on social
behavior. The used topologies can be divided in two major groups [276]:

« Regular (basic) topologies — the most wide-spread configurations found in technological net-
works, used mainly in computer science and communication. These networks have simple,
symmetric layouts of nodes with clear patterns of interconnectivity. Moreover, regular net-
works are also called non-complex networks because of the reduced number of nodes (e.g.
tens of nodes).

« Complex network topologies — a more comprehensive set of interconnections that bind a large
number of nodes. Complex networks are characterized by a large to vast number of nodes
(e.g. up to millions) which possess numerous links, both with local neighbors, as well as with
distant nodes. Natural and man-made processes have but recently been modeled and studied as
networks. In the context of my thesis, this category represents innovative topologies proposed
to better model a real society.

The basic topologies, although too simple for social modeling, are used as control (null models) to
highlight the impact of the complex topologies, which offer greater fidelity to reality. For example,
regular topologies are used to implement computer-like networks to highlight the difference between
packet sending and opinion flow; for power grids between cities; for telephone lines and cellular
networks etc. Complex topologies are found, for example, in road and airline networks, world trade
networks, gene interactions, collaboration between actors etc.

This section aims to present the characteristics of basic and complex topologies.

2.4.1. Lattice or regular mesh topology

The most commonly used technological topology, in which each node acts as a relay for neighboring
nodes. This type of network allows routing of information (usually in the form of packets) along a
path, from a destination through a source. The visual layout of this topology is not distinctive as any
node will have a maximum of 4 (vertical and horizontal only) or 8 (diagonals also) neighbors. The
number of edges in a lattice of N by IV nodesis 2 x N x (N — 1). An example lattice, with only
horizontal and vertical connections, of size 3x3, is depicted in Figure . and shows how nodes that
are not on a margin have up to 8 possible neighbors.

The connection pattern depicted in Figure [.§ is the regular mesh, but connections are also possible
along the two diagonals, or just along the vertical (with a bounding box), or any other combination
as shown in Figure .7.
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Figure 2.6.: Regular mesh topology: a 3 by 3 lattice.

Figure 2.7.: Generic mesh topology.

2.4.2. Mesh topology

Meshes are widely spread topologies, in which each node may be connected to one or more neigh-
boring nodes, within a close proximity. This type of network allows advanced routing of information
along a path, from a destination through a source. Any node can have any number of connections
(>0), with a total number of connections of N x (N — 1)/2.

The mesh is also used as a basis for more complex topologies. Another important mesh alterna-
tive is the wrapped mesh in Figure P.§ which permits marginal nodes to communicate with their
symmetrical opposites. This is important because it emulates the globe, so the western most nodes
actually meet the eastern most nodes on the other side of the globe.

Figure 2.8.: Wrapped mesh topology.
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Figure 2.9.: Complex mesh topology highlighting how a node may connect to any number of his
neighbors, but within a proximity threshold.

Another example, at a greater scale, is depicted in Figure 2.9 which shows a complex network based
on a mesh topology.

The mesh topology is known to have a uniform degree distribution, a high average path length
(as there are no ling range links), and a low clustering coefficient (as neighbors connect randomly in
their vicinity).

2.4.3. Random topology

Random networks consist of vertices that are randomly connected with a given probability p, re-
gardless of spatial localization. This phenomenon results in the creation of long range links across
the network. The topology is constructed by placing nodes in a mesh configuration and then ran-
domly adding a total of 8 random links to each node. Eight was chosen because it is the number of
connections of inner nodes in a mesh. On inspection, random networks, as defined by Erdos and
Renyi [86], show a dramatic decrease in the average path length, as long-range links are randomly
inserted in the network. On the other hand, the clustering coeflicient remains low as there is no rule
implying that local nodes tie together. Such a network can be seen in Figure 2.10.
The algorithm to generate a random network is presented as follows:

Given NN nodes and probability p:
for each pair of nodes (n;, n;):

if generateFloat[0,1) < p then
add edge ¢;; between nodes

If p ~ 0 then the graph remains disconnected, if p ~ 1 the graph becomes very dense. In empirical
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Figure 2.10.: Random Erdos-Renyi topology.

data, good values for p are considered between 0.01 and 0.2 [281, 279].

2.4.4. Small-world networks

Small worlds are social network specific topologies which possesses properties found in real societies.
The topology is based on a graph with a generally low amount of interconnectivity, most nodes not
being neighbors, but in which the average path length between any two nodes is small. More specif-
ically, as the size IV of the network grows, the length L only grows at a logarithmic rate relative NV
[279].

L ~logN (2.15)

This characteristic is called a small world property and is found in many empirical networks such
as the internet, natural food-chains, business communities, sexual contacts, gene networks, the inter-
net etc. [276, 202, 197]. The main two properties that define a network as being small-world are the
average path length L and the clustering coefficient C. Some random networks have been identified
as presenting a small-world property but both the average path length and the clustering coefficient
are small. Empiric networks maintain a high clustering as the average path length decreases as shown
in Figure P.T1|. Generating a correct small-world network, as observed in nature, is done by random-
izing a regular network’s (e.g. mesh, ring) links, so that the clustering coefficient is kept high as the
average path length drops. A middle region appears (pink) in which both properties are satisfied.

In order to create such networks Watts and Strogatz have proposed a network generation model
that carries their name [281]. The reasoning behind creating such a network topology was that purely
random networks do not have two important features observed in real networks.

First, real-world networks generate triadic closures. A triadic closure is a social characteristic be-
tween three individuals similar to transitivity in mathematics, in the sense that if A is related to B
and B is related to C, then A and C must be linked by a relationship that is at most as strong as the
previous two [280]. If this property is not present in a topology, the resulting clustering coefficient
is low.

Second, real world networks also contain nodes that act as airport hubs. That is, there is a small
portion of nodes within the network that have a much higher degree than others. Moreover, the
degree distribution of all nodes must follow a power law distribution, as seen in nature. Instead,
random networks, mesh networks or ring networks present an almost linear distribution of node
degrees.

The Watts-Strogatz model generation can be described through the following steps:
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Figure 2.11.: The small-world effect positioned between the regular and random network properties.

1. The algorithm needs a starting ring topology which is iteratively restructured until a balance
between the average paths and clustering is obtained. Each node along the ring is connected to
the closest /' /2 neighbors on the left side, and to the closest /' /2 neighbors on the right side.
K is an even variable parameter chosen so that N > K, where N is the number of nodes in
the ring. Another parameter /3 is chosen so that 0 < 8 < 1.

2. With the regular ring topology obtained, the reconstruction phase can begin:

for each node n; in N:
for each edge ¢;; of n;:
remove edge e;; and create edge e;;, with probability 3 so that the new edge e;;, is not cyclic and
is not duplicate.

The resulting topology yields a network with a small average path length, a high clustering co-
efficient but the degree distribution shows a simple Poisson distribution. As seen in Figure P.11], a
regular topology (i.e. 5 — 0, e.g. ring) has a very high average path length, denoted L(0). A fully
random network (i.e. # — 1) has a very low average path length, denoted L(1), where:

L(0) = $%, thus L(0) is linear to NV and L(0) > 1.

L(1) = 2 & thus L(1) < N.

The important aspect, however, is that the average path length of a topology between 8 = 0 and
B = 1 shows a fast drop as seen in Figure P.I1. The clustering coefficient for a regular network
is C'(0) = 3/4, and for a random network it is C'(1) = K/N. While the average path length
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Figure 2.12.: A small-world network generated with the Watts Strogatz algorithm. Nodes are colored
based on the detected community.

drops rapidly, the clustering coefficient’s drop is delayed until 3 increases more. This resulting region
presents a small-world property, as pictured in Figure P.T1] by the pink area.

As a conclusion, the Watts-Strogatz model proposes an advanced topology that encompasses one
important real world property, namely the triadic closure. Such a generated network can be seen in
Figure P.12. Combined with the small average path length, it is an appropriate way to model some
classes of real networks (e.g. road maps). However, as it does not create a heterogeneous degree
distribution it cannot be used as a stand-alone solution for representing social networks.

2.4.5. Scale-free networks

A scale-free network is another social topology which describes many observable real world networks
such as the Internet and relationships within groups. It is a topology based on preferential attachment
. This process implies that nodes with a high degree will consequently increase their degree even
more, while nodes with small degrees will stagnate in the process of creating new connections. The
nodes of a scale-free network follow a power law distribution [25, 295]. A power law distribution
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Figure 2.13.: A scale-free network generated with the preferential attachment algorithm of Barabasi-
Albert. Nodes are colored based on the detected community.

means that a fraction of nodes, denoted P(k), in the network that have degree &, can be described
for large values of k, as P(k) ~ ck™" ,where c is a normalization constant and y is a parameter with
typical values between 2 and 3.

As can be seen in Figure .13, a scale-free network is similar to airplane routes: most nodes have
a very small degree, multiple nodes act as local hubs, and very few nodes are hubs for most clusters
formed in the network. Although the degree distribution is as found in empirical networks and the
average path length is small enough, the clustering coefficient is much smaller than needed. The
distribution of the nodes can be seen in Figure P.14. There a very few nodes with a degree over 10,
several nodes with degrees 8-10, multiple nodes with degrees ranging from 6-8, and so on, as most
nodes have a degree of 1-4. This kind of distribution is seen in nature (biological networks [276, 195],
relationships between students in college, correspondence patterns [209], geographic constraints of
groups [210]) as well as in industry (internet, router networks) [23]. A popular example demonstrat-
ing the occurrence of scale-free networks in real life is the collaboration of movie actors in films. A
study has shown that all actors are linked by a small number of steps (thus a small average path) and
also that some actors have been in contact with much more actor that others. One actor connected
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Figure 2.14.: Power-law distribution of node degrees. [32]

with an overwhelming amount of connections is Kevin Bacon, serving as a hub for connecting any
other two actors with one another. A popular game named Six Degrees of Kevin Bacon has been
released, focusing the fact that no actor is more than 6 steps (hops) away from Kevin Bacon [23].
Another example is the worldwide airline network with major hubs around the world connecting
the continents, capital hubs connecting countries and local hubs for regional air traffic. Any two
cities around the world can be reached by a small number of flights, but regional flights do not form
clusters of interconnected cities.

An algorithm to create such a network was proposed by Albert-Laszlo Barabasi and Reka Albert
at the University Of Notre Dame, and constructs the so called Barabasi-Albert model. The model
centers around two important topics, namely network growth and preferential attachment. Growth
is seen in most natural and synthetic networks, as food-chains evolve or as the Internet grows. The
construction algorithm undergoes the following steps:

1. Begin with a random network of m nodes, with 7m > 1 node, in with each node has a degree
of at least 1.

2. Each new node n; is added by trying to connect it to every node m; in the network with
probability p;;.
kj
Pij S lem (2.16)
where k; is the degree of node j in the network and the sum is composed of the degrees of all m
nodes in the network. It the node is not successfully connected to at least one node in the network,
the process is repeated. It is clear from this algorithm that hub nodes tend to attract more nodes
faster, while nodes with low degrees will likely retain their degree, as their probability to be linked to
new nodes is smaller.
By analyzing the properties of the resulting network it is clear that the degree distribution conforms
itself to the social network requirement. The number of nodes with degree k, for large values of £,
and denoted with P (k) is:

P(k) ~ k3 (2.17)
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The average path length of the Barabasi- Albert model increases logarithmic with the network size

as [274]:
InN
L~ i (2.18)

However, the clustering coeflicient depends on the network size, as it scales with the degree of the
node and with the network size:

C ~N-3*and C(k) ~ k!

Unlike scale-free networks, the clustering in small-world networks does not depend on the network
size [I10].

As a conclusion, the Albert-Barabasi model proposes an advanced topology that encompasses one
important real world property, namely the power law distribution of its nodes. Combined with the
small average path length, it is an appropriate way to model many classes of real networks (e.g. air-
plane networks, the Internet). However, as it creates a homogeneous clustering coeflicient that scales
with the degree and network size, it cannot be used as a stand-alone solution for representing social
networks.

2.4.6. Advanced complex network topologies

Inspired by the small-world and scale-free topologies, a considerable amount of new networks have
been added to literature in the past 10 years, and each of themmay still be classified into one of the
two categories: small-world or scale-free. To recreate natural processes with a higher fidelity, there
are proposals which add the small-world property to scale-free models [[123, 251, 96, 166], or ones
that add power-law degree distribution to the small-worlds [[135, 57, 152, 274, 296].

A. Watts-Strogatz network with degree distribution (WSDD)

The WSDD [57] is designed by creating a small-world topology (short L and high C) but also modify-
ing the degree distribution of nodes, from a normal distribution to a power law one. This is achieved
by first generating a given number of N disconnected communities. Each community is built using
the Watts-Strogatz small-world algorithm [281]], and the sizes of the communities follow a power-
law: there are very few very large communities, and many very small communities. Once each of
the /N communities are generated, they are connected by randomly selecting two nodes from two
different communities, and adding an edge.

The resulting network is one with high C, a relatively low L (due to the inter-community links),
an overall power-law P < k > and a high modularity. Such a network is depicted in Figure 2.153a.
The generated network has 280 nodes, 4527 edges, 10 distinguishable communities, and a modularity
Mod = 0.799.

B. Cellular networks

Cellular networks have been proposed as a response to the need for large-scale multi-agent sim-
ulations [263]. They are based on the observation of covert networks, like the Al-Qaeda terrorist
organization. Cellular networks consist of an arbitrary number of normal-distributed sized cells,
with a high clustering, in which a node is chosen as a cell leader. The algorithm to generate such
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networks begins by creating /N independent mesh-like cells, with one node selected as a leader, per
cell. All nodes connect to their cell leader. After this step, all cells are randomly connected with each
other to create a small-world network of cell leaders only. This results in a super-network of leaders
which are bridges for their respective cell nodes. Thus, any node may connect to another distant
node in roughly 3-4 steps: link to local leader, link(s) between leader(s), link from distant leader to
destination node.

The resulting network is one with high C, a relatively low L (due to the leader network), and a high
modularity. Such a network is depicted in Figure P.I5b. The generated network has 118 nodes, 540
edges, 8 cells (communities) and a modularity Mod = 0.747.

C. Holme-Kim (HK) networks

The network model proposed by Holme and Kim [[123] stems from the scale-free algorithm of Barabasi-
Albert (BA) [25], but adds what the latter lacks: a tunable clstering coefficient. In order to obtain
higher clustering, the following steps are followed: we start with a seed network consisting of mg
nodes without edges; one new node v with m edges is added at every iteration; the edges are added
using preferential attachment (as defined by the BA algorithm). In the BA model, the preferential
attachment step is repeated for each edge m of each new node v. To solve the problem of clustering
(i.e. to obtain a network with high ('), the authors propose another step (triad formation step): if an
edge is added between v and another node w, then v will also connect to a randomly chosen neighbor
of w.

The resulting network is one with higher C' (than scale-free networks), a low L (due to preferen-
tial attachment), and a low modularity. Such a network is depicted in Figure P.15c. The generated
network has 300 nodes, 959 edges, a non-distinguishable community structure (11 detected) with a
modularity Mod = 0.452.

D. Toivonen networks

Similar in motivation and in structure to the HK model, Toivonen et al. propose a complex network
model that encompasses more features found in empirical data[251]. The authors consider essential
characteristics for social networks to include assortative mixing [201, 202], high clustering, short
average path lengths, broad degree distributions [13], and the existence of community structure. The
algorithm starts with a seed network of Nynodes. At each step, to add a new node v, m, > 1 random
nodes are picked as initial contacts, and m, > 0 random nodes are picked as secondary contacts for
each initial contact. The newly added node v is them connected to the initial and secondary contacts.
Identical steps are repeated until a certain network size is reached.

The resulting network is one with high C, a low L (due to random long-range links), and a high
modularity. Such a network is depicted in Figure P.15d. The generated network has 300 nodes, 925
edges, 9 communities, and a modularity Mod = 0.69.

E.LFR model

The network model of Lanchichinetti-Fortunato-Radicchi [152] is based around the idea that com-
munity structure is essential for synthetic networks realism, and can be used as a benchmark for
such algorithms. The proposed algorithm wants to create heterogeneity in the community sizes and
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degrees of nodes. Each node is initialyl given a degree taken from a power-law distribution with
chosen exponent . Each node shares a fraction 1 — p of its edges with other nodes from the same
community and a fraction y of edges with other nodes outside the community. The sizes of the com-
munities are also taken form a power-law distribution. Initially, are nodes are without community.
THen, they are randomly assigned a communitys; if the size exceedes the node degree, the node en-
ters the community; otherwise, a randomly chosen node is kicked from the community and becomes
isolated. The process stops when all nodes have a community.

The resulting network is one with high C, a low L (due to random long-range links), and a low
modularity. Such a network is depicted in Figure f.15e. The generated network has 316 nodes, 2286
edges, and a very low modularity Mod = 0.157.

F. Tunable growing graphs

This network model was proposed by Pasta, Zaidi et al. [216, 296] and is based around the idea of
community creation. The algorithm starts by initializing c triads which represent independent com-
munities. The communities are connected with one edge between randomly selected nodes to form
a connected graph. A new node n; is connected an existign node ny through preferential attach-
ment; this results in n; belonging to the community of ne. With probability p;, node n; connects
preferentially to other neighbors of ny forming triads. The same process is repeated for another pair
of nodes n3 (new node) and n4 (existing node from another community). With probabilty p., an
edge is added between two preferentially chosen nodes from the communities of ny and n.

The resulting network is one with high C, alow L (due to preferential links between communities),
and a hierarchical community structure. Such a network is depicted in Figure P.15e. The generated
network has 400 nodes, 2221 edges, 8 communities, and a modularity Mod = 0.441.

These models have been considered as references for validation in this thesis, but of course, addi-
tional network models exists, and they are mentioned in works like [13, 40, 166].

2.5. Social interaction models

The interaction model of a society encompasses the rules which describe how an agent’s opinion
evolves after each interaction. Whether opinion is changed by factors depending on the communi-
cation initiator or on the receptor there are three classes of models [285]:
« Egocentrism (inner model): in which opinion is changed only by personal beliefs of that per-
son. These parameters include trust, confidence and tolerance. All of these parameters are
internal (hidden) from the outside and they also evolve with the person’s opinion.

+ Exocentrism (outer model): in which the new opinion only depends on the other person’s
parameters. This parameter is credibility. External parameters are public opinions of a person,
shared by all agents initiating communication. These parameters evolve within the receptor
but are publicly visible.

 Hybrid (combination of both models): which best describes how a person takes decisions.
Everyone has personal subjective beliefs about another topic or person (inner), but they are also
objective regarding the public opinion facing one topic (outer). There are situations in which
decisions are taken by putting a greater accent on emotions (inner) rather than the truth, and
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(d) (e) ()

Figure 2.15.: An illustration of complex network topologies. a. A WSDD network with 280 nodes.
b. A cellular network with 118 nodes. c¢. A Holme-Kim network with 300 nodes. d.
A Toivonen network with 300 nodes. e. A LFR network with 316 nodes, f. A tunable
growing graph with 400 nodes. All nodes are colored according to the community to
which they belong, and sized proportional to their degree. I have used the community
detection algorithm [B8] implemented in Gephi [30] for this purpose.
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decisions that take the accepted reality into account (outer) with little or no regard to personal
feelings.

This classification is an original proposal based on different works in social psychology [19, 285].
Further parameters have an impact on personal opinion evolution but are currently only proposed
for future research: age, education level, financial status, religious belief, health status, randomly
appearing problems, risk etc.

While social interaction models mostly stem from studies in (social) psychology, social networks
analysis has borrowed a simplified version of human interaction basics, one that can be mathemati-
cally modeled and parameterized. This thesis does not porpose to leave the field of computer science
and social networks and enter that of psychology, as such, I limit myself to the validated proposals
found in recent literature.

In accordance to a landmark survey by Guille et al. [I12], the interaction model proposed in this
thesis, as well as the state of the art revolves around so-called graph-based predictive models. There
are three types of such models:

 With static thresholds (fixed from the start of the simulation): gq-voter model [133], LCCC
model [B7], hard-interaction model [162], vector-based interaction [237], dual-threshold in-
teraction [p4], extended bounded confidence model [225], voter model with biased nodes [74],
voter model with friends and foes [167]. All of the previoulsy mentioned models use unifor-
maly distributed threshold values, as they have no empirical backup. Additionally, some use
thresholds from real-world data, but they are still static: information cascade using Twitter[99],
asynchronous linear threshold model using social network datasets [234].

« With pseudo-dynamic thresholds (the thresholds adapt during simulation, but simply based
on the evolution of the graph, not that of the interaction): diffusion model with early adopters
[76], and diffusion model with trust [161]].

« With dynamic thresholds (the thresholds adapt during simulation, based on agent interaction):
diffusion model based on opinion evaluation [88] and the tolerance model proposed in this
thesis.

As most of the presented literature is based on simple, static threshold models, this thesis wishes
to bring an important contribution to literature by creating a truly dynamic (adaptive) interaction
model. This original contribution is found in Chapter f§. Additionally, there are some interaction
models which make use of special types of agents:

« Stubborn agents or blocked nodes [B, 2, 4, 292, 233] (used so that society never reaches con-
sensus).

o Extremists [75] (the society may reach consensus).

« Contrarians [164] and non-conformists [I33] (similar to absurd agents, and the society may
reach consensus).

« Media nodes [225] (converge towards the opinion of most followers).

o Advisors [88] (similar to stubborn agents).
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2.5.1. The g-voter model

The authors test the q-voter model [[33] - a popular extension of the classic voter model [122, 292]
- by adding conformist (regular) and non-conformist (exactly opposite behavior as regular) agents.
They study the ratio p of conformists versus non-conformists and highlight the fact that opinion
stabilizes at a time point ¢ and value M that is dependent on that ratio p; this whole convergence
happens as the result of a phase transition. The q-voter model is worth mentioning in line with Ace-
moglu et al [2, 4]. This work discusses a type of phase transition in opinion formation (stabilization)
and opinion stabilization, that coincides with the observations over my proposed model, It shows
that my interaction model also behaves in a way that is persistent in many other models.

2.5.2. The LCCC model

The authors analyze two models in their work [37]: the LCCC-model, based on a closed economy
model where nodes are given an initial wealth w and they interact pairwise using a saving parame-
ter A, and the C-model, where nodes have a conviction probability c, that is, they adopt a random
proportion c of a neighbor’s opinion. This leads to either a symmetric phase or a broken symmetric
phase as A increases. The authors experiment on lattices and propose a modified model in which
agents are only influential over the ones with weaker opinion, but agents who agree, do not influence
each other.

2.5.3. The hard-interaction model

The authors introduce a threshold model [162] based on the degree of agreement d between any
two nodes. That is, there exists an agreement d;; for every pair of nodes. If d;; < 7 (how open
minded a society is), then the two nodes ¢, j can interact and d;; decreases (they converge on an
average opinion). The authors show there is a phase transition triggered by an increasing 7 (open-
mindedness) that leads from a radicalized society to a society with consistent opinion. The value of
7 is around 0.75 (75%).

2.5.4. The vector-based interaction model

The paper introduces a vector-based opinion model [237], in which every agent holds n opinions
about n topics, and updates by coming in interaction with £ other neighbors. The influence of each
neighbor is a stochastic variable inside [0, noise]. The authors show that if noise ~ 0, then the
outcome strongly depends on the initial state of the society and opinion clusters form; if noise is
large, the opinions mix “well’, and no determinable clusters can take shape (i.e. a random mixing in
time occurs).

2.5.5. The extended bounded confidence model

The paper considers the coexistence of media and of social influence as two separated but interde-
pendent processes [225]. People interact with their neighbors or with the media using the Bounded
Confidence Model [[75, 19], if the distance between their opinions is below a given threshold o (tol-
erance). In turn, the media aims to capture the highest number of followers, hence they change their
message by moving toward the value of the media with the highest number of followers. A phase
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transition results when increasing the tolerance for: the maximum distance d between two opinions
in the network, and for the localization L, which denotes the inverse number of diverse opinions.

2.5.6. The voter model with biased nodes

The authors introduce a probabilistic model [74] based on selecting one of the neighbors’ opinion
with a probability that is proportional to the closeness of opinion. The paper builds upon the classic
voter model by adding biased nodes (they pick one random opinion in their neighborhood). This
decision was taken due to a set of real-world experiments that reproduce Ash’s studies on conformity
(15].

2.5.7. Pseudo-dynamic interaction models

These models have an opinion-triggering threshold value which does change during simulation, but
it is simply based on the evolution of the topology, and not on the the interaction itself. There are
two such models in the state of the art:

o The diffusion model with early adopters [76]: a threshold-based opinion diffusion model
where the size of the relevant neighborhood varies over time. Therefore, the threshold here
is represented by the size of neighborhood participating in opinion formation.

« The diffusion model with trust [I61]: assumes that an agent is more likely to be influenced
by opinions which are close to the present opinion of the agent. However, the fundamental
difference from my proposed model is that the influence likelihood is not an internal state of
the agent and does not evolve over time due to previous social interactions.

2.5.8. Dynamic interaction based on opinion evaluation

As a close competitor to my thesis proposal, there is work dealing with dynamic threshold values that
evolves in time, with the simulation, and are based on node to node interaction.

The authors introduce a diffusion model [88] based on modeling the trustworthiness of the so-
called advisors. This model is somewhat similar to those using stubborn agents. Complex factors
are taken into account to model trust, and real-world data is used to validate the findings. The big
difference is that this model aims at predicting trust such that an e-bay transaction is made or not,
not on predicting opinion formation phases (like my work). Nonetheless, this is a model where the
thresholds are dynamical, and serves as reference.

2.6. Caveat of creating realistic societies

Having evolved from basic computer network topologies, like the mesh and ring, complex networks
have emerged by studying empirical networks in our world. Ranging from natural networks, like
food-chains, actor’s relationships, protein chains and correspondence patterns [23], to synthetic net-
works, like the World Wide Web and airplane traffic, these networks have generated interest in en-
gineering around the world [287, 270, 241, 275]. However, better understanding of social networks,
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fostered by social, economic and marketing research, has led to the proposal of newer and more
advanced topologies which better resemble real networks [276, 63, 273].

The two fundamental networks which serve as a model for social topologies are the small-world
network and scale-free network. Also, there are two properties a topology has to encompass in order
to be considered a social network: creation of triadic closures [[[45, B4], in the sense that nodes tend
to cluster locally, and a power law distribution of the nodes degrees in the network. Both of the
topologies, however, only meet one criterion necessary for modeling a good representation of such
networks. The small-world network creates triadic closures, measured by a high clustering coefficient
C, along with a small average path length L, and the scale-free network creates the required power
law distribution P < k >, measured by the degree distribution, along with a small average path
length L.

Empirical studies done over a variety of natural and man-made networks have resulted in the
definition of several metrics used to describe and measure these networks. Focusing on the metrics
explained and measured in Section [.7, I present an overview of the recent related work in regard
to social modeling, as well as highlight why each current social model does not meet the required
accuracy. Also in this section, I present an overview and discuss the state of the art statistical meth-
ods used in networks comparison in general, and particularly, the ones applied in social network
analysis.

2.6.1. Related work

Current research to improve the accuracy of social topologies has been done by combining prop-
erties from the two fundamental models previously described with empirical data gathered from
various contexts. A first notable study shows the impact of adding a power law degree distribution
to small-worlds [57]. The Watts-Strogatz model with degree distribution (WSDD) is designed by cre-
ating a small-world topology (short L and high C) but also modifying the degree distribution of
nodes, from a normal distribution to a power law one. Cellular networks have been proposed as a
response to the need for large-scale multi-agent simulations [263]. They are based on the observation
of covert networks, like the Al Qaeda terrorist organization. Cellular networks consist of an arbitrary
number of normal-distributed sized cells, with a high clustering, in which a node is chosen as a cell
leader. Further models exist that expand on the conclusions of Milgram’s experiment [187]. The
static-geographic model generates a social network in which links are added between nodes taking
the actual distance into consideration: the greater the distance, the lower the wiring probability. The
introduction model is similar to a small-world network, in the sense of recreating realistic triadic clo-
sures. Once a wiring is done between two nodes with probability p;, one node tries to connect to as
many friends of the other node as possible using probability ps. The random encounter model is useful
for modeling population dynamics. Each node receives a random 2D movement and connects with
a probability p to any other node it collides with. Growth models are variations of the Albert-Barabasi
[10] algorithm and model realistic network growth according to the “rich get richer” principle. Such
a model is the WIW online platform started as an experiment in 2002 in Hungary [67]. Analyzing
the edges between over 45,000 users, the study proves the existence of a high clustering in real social
networks and the fundamental role of triadic closures in creating new friendships.

Similar work based on friendship formation proposes the creation of a synthetic network to be
used to simulate social interactions in a population for a given geographic space [[4]. It predicts
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social travel focusing on friendship relationships and the results indicate that the model is able to
generate networks that display the same structural properties as in the sample data.

2.6.2. Evaluating the related work

Basic network analysis is done by measuring fundamental graph metrics, and comparison of two or
more networks, by doing an individual comparison of each metric independently. While such an
approach is useful in trying to capture one specific feature of the network, it fails to create a general
overview of the similarity between the analyzed networks [66]. Similar work aimed at comparing the
importance of graph metrics concludes that each metric captures specific attributes of the network
[35]. It states that further study on the effect of each metric is needed in order to be able to choose a
fitting topology according to the requirements of an empirical model.

Comparing real systems is aimed at a deeper understanding of the interaction patterns between
these systems [281, 25, 246], and extracting their common properties helps improve the models even
further [281], 13, 141]. However, the predominant method of graph metric comparison suffers from
limited information [[[65]. Some notable means of comparison are the distance ratio measure [49],
used to compare individual mental models, a comparison from the data analysis perspective [165]
and the study of the self-similarity of complex networks (Song, 2005). From a topological perspective
there are studies done both in the direction of classifying social network models [I41] and of struc-
tural pattern detection [215]. These methods however serve a higher level of meta-analysis rather
than as measures of similarity.

The statistical methods with which network similarity can be measured are the cosine similarity
[249], variance, covariance, Pearson correlation coefficient (PCC) [245], the Mahalanobis distance
[174]. Other methods used in network analysis which are adopted from statistics include the T-test
and the ANOVA test (analysis of variance). A recent study improves upon the T-test methodology by
proposing an alternative geometrical approach called the Characteristic Direction, in order to iden-
tify differently expressed genes [61]. There is no single statistical approach used in current research
because there is no unified metric that provides normalized values which are tailored specifically
to network comparison. Yet, the most intuitive and thus used metrics are the Euclidean distance,
Pearson correlation [244] and cosine similarity [249].
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Network science, with a little bit of imagination, can be used to model vastly complex phenomena into
simple models which can be grasped by the human mind. This thesis revolves around the concepts of real-
ism assessment of social networks, modeling of the underlying structure, and creating a better overview
of agent based interaction and prediction. In order to achieve these goals, I have started with the analysis
of multiple real-world datasets which I have modeled as graphs. Analyzing the emergent metrics, cen-
tralities and community structure that is formed on diverse empirical data, I was able to define reliable
and fundamental models which target social networks. In this chapter, I present the essence of modeling
social networks based on data collected from collaboration networks (from music industry, and fashion
world), and compare it to non-social data from biological and technological networks (from sleep apnea
patients, from patients with heart diseases, and also from road and sensor networks). All this serves so
that I build a clear image of the different features which lie at the basis of social networks in general.

“Somewhere, something incredible is waiting to be known.”

X Carl Sagan
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This chapter represents an introductory set of original contributions which lie at the basis of my
topological and behavioral modeling. In order to be able to define the parameters for realistic topolo-
gies, and understand the principles of social interaction, I have done multiple studies based on em-
pirical datasets, all presented and published in conference proceedings or journals. To discern which
graph properties of social networks are relevant, I have done two studies on social empirical data
which represent a first of their kind, to the best of my knowledge. The first study models the network
of all musicians from the music industry, which I call MuSeNet [258, 29]. In the second study, I
have built a network of the female fashion world, which I call FMNet [254]. The innovative approach
behind this second study has brought me a best-paper award at the prestigious conference at which
it was presented.. Both these topologies have been generated and analyzed using state of the art tech-
niques from SNA. Also, I use a network motif approach to extract topological features of online social
networks [261]]. I have elaborated this study in appendix B, using my original and validated network
comparison approach [257, 256].

Further, to have a clear perspective from a non-social context, I have applied network modeling
in network medicine, where I have obtained a plethora of publications, out of which I mention no-
table results in modeling the risk compatibility network of patients with sleep apnea [186, 265], and
modeling the diagnosis compatibility network of patients with heart disease [247]. Finally, I have
also conducted research in technological networks, namely to analyze and optimize urban traffic
networks [259], and to develop an algorithm for placing relays and a central sink in a wireless sen-
sor network, in order to balance cost versus latency in such networks where communication timing
is essential [[[29]. These cross-discipline studies have brought a substantial overview on how social
networks differentiate from other types of complex networks.

3.1. Collaboration in social networks

Starting with the research of Newman and Barabasi, oriented towards detecting community struc-
tures and collaborations, a wide variety of social interaction types have been bridged together by
scientists in the last decade [200, 199, 26, 205, 207]. One of the incipient contributions which have
set out the incentives for further studies shows the small-world organization of such collaborations,
with an overall short path between any two nodes in the graph . The node degrees tend to follow a
power-law distribution, and the emerging communities create clustering in the network [200]. While
some topological aspects are deemed fundamental and present over all collaboration networks, there
are many apparent differences in the patterns of collaboration depending on the studied fields. Ad-
ditionally, it was shown that (optimal energy) force-directed layouts coincide with the modularity
measure used for community detection [207]. To this end, I mention some of the latest and most
noteworthy literature available in this field.

A fundamental study on large-scale collaborations studies the fast growth of international co-
authorships and finds that such networks are self-organising and scale-free, with notable deviations
from the ideal power-law[272]. Arching over to economics, a paper studies the structure of oligopo-
litical markets[109]. Based on the commitment of pair-wise collaborative firms the authors reach
similar results in terms of topological properties.

One important property of social network clustering is homophily. Research like[83, 41] describes
this phenomenon through the study of racial and ethnic segregation. The results of over 50 years
of measuring the impact of segregation in education, housing, and the labor market are based on
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friendship and collaboration network modeling. In all these models, homophily plays the crucial
role which leads to segregation.

By analyzing the human desire to share information based on their interests, I find in literature the
so-called recipe network [250], and even network of Marvel characters [§]. The results are dynamic
databases that can be used to make recommendations.

Triggered by Milgram’s experiment [[I87], and derived from the famous statement made by Kevin
Bacon himself [90, 28], a whole science was dedicated to this, sparking an interesting concept in
the domain of social networks - the Bacon number; this is defined as being the number of degrees
of separation any given person has from Kevin Bacon (a particular application of the Erdds number
(60, 200] to the Hollywood movie industry). The internet movie database grows yearly with each
new movie release, thus, using all of the data may result in networks that are not transparent, and
hard to analyze. Therefore, studying only a subset of the IMDB network, more specifically the adult
collaboration network [98] has been proved to bring many benefits, for instance by removing any
nodes characterized by long-spanning careers and focusing the resulted network more onto the time
evolution.

In the field of music, a notable study analyzes the collaboration network of jazz musicians [[L05,
48, 102]. Some of the presented results include racial discrimination between musicians, and that
the division into communities presents a strong correlation with the geographical locations where
the bands have recorded - showing that the musicians and the bands network form a collaboration
network of jazz musicians. Another study presents an overview of the professional collaborations
of whole music industry, in the so-called MuSeNet [258]. The authors explain how the underlying
topology of MuSeNet affects the flow of influence and yield for musicians. It is shown that the network
fosters a topocratic environment in which the record houses have a bigger-than-expected impact due
to their tight clustering and advantageous topological position.

3.2. MuSeNet: a social model of the music artists industry

Motivated by the constantly growing interest and real-world applicability shown in social networks,
I model and analyze the network formed by music artists all around the world, which I call MuSeNet.
Inspired by similar approaches, I compare the obtained analytic results with generic online friendship
models and with the collaboration networks of actors. Together with my collaborators, we are the
first to fully create such a network, and by using centrality measures and network motifs, we discover
the most influential nodes in MuSeNet. In light of current advances in social networks, I highlight the
importance of music producers in terms of meritocracy versus topological positioning, and discuss
the differentiation between collaboration networks using a network motif approach. Finally, I show
that MuSeNet has a characteristic sociability - a measure which is introduced in this section - in
comparison with other empirical networks.

The motivation behind this study is to create incentives for studying the professional relationships
of (music) artists around the world, how they form new links based on different attributes (common
bands, music styles, genres etc.) and watching this collaboration network evolve with each new node
(artist). Through intensive data mining from social media sources, through SNA methodologies, and
motif distribution analysis, I have created MuSeNet (Musical Society Network), which represents - to
the best of my knowledge - a state-of-the-art analysis of this kind. This study, along with its results al-
low us to elucidate the mechanisms of driving the emergence of this kind of social phenomenon, and
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whether it shares dynamical and structural features with other natural, social processes. Additionally,
on more generic scientific grounds, social phenomena like collaborations between musicians/bands
or even new/old artists forming a new band (relationship) are an excellent opportunity to understand
network formation processes and musical influence dynamics.

Additionally, this section presents a novel perspective on how different artists networks (movies,
jazz, all music) can be differentiated using a network motif approach. Moreover, I compare these
professional networks to usual online social networks (Facebook, Twitter, Google Plus) and quantify
how much they differ using the network fidelity metric [257] (see appendix [A]). Even though similar
in nature, it is shown in this study that all studied social networks have specific properties which make
them unique in the real world. I coin this measure though the concept of sociability and discuss the
real world effects these topologies have on the dynamics inside the networks.

3.2.1. Data acquisition

The database used in this study is obtained from the All Music Guidell online digital database. To-
gether with my collaborators, I used this particular database, since at the time this case study was
elaborated I considered it to be the most comprehensive [[02]. The lack of an API or means of down-
loading raw data meant that we had to write a script to automatically parse each internal link, in order
to retrieve the required information. After running for ~24 hours, it accessed 781 pages, resulting in
19,881 artists (15,501 after filtering) with the following data-set saved into an SQL database:

o ID - internal reference number

o Name - the name of the artist

o URL - the url of the artist, pointing to his/her profile on the All Music Guide website
 Genre - the conventional category that a particular artist identifies with

« Style - (a list of) style(s) an artist identifies with

o Member_of - a list of bands he/she was part of, if any

o Active_period - the time-period reported as active

After collecting the data, I needed to create a graph of musicians, similar to the state of the art method-
ology [[105, 98]. I consider the artists as nodes in my graph and place the links based on compatibility.
Particularly, compatibility is defined as the number of common bands two musicians have performed
for. The more music bands two nodes have in common, the greater the weight of the link between
them. It is to be noted that how one defines compatibility influences the structure of the resulting
network. A different layout of ties (e.g. based not on common bands, but on overlapping activity
years, gender, music genre, music style etc.) would offer different insights over the same dataset.
This study only focuses on analyzing how common bands affect the clustering of artists in a complex
network, the other mentioned insights are planned as future work.

Finally, I have created the MuSeNet social network of musicians as a .gdf file, a valid input file I
can load up in Gephi [30], the leading tool in visualization and analysis of large networks. For the

!Cam be found online at http://www.allmusic.com/
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3.2. MuSeNet: a social model of the music artists industry

purpose of this study I have truncated the weights on the resulting network into an unweighted graph,
where a link denotes one/or more common bands between two musicians, and no link denotes no
artistic interaction. The reason for using an unweighted graph instead of a weighted one comes as
an optimization to balance the interaction phenomena. It is shown to yield more accurate results
for the study in terms of determining whether it is a community based on merit (meritocracy) or
position (topocracy) [202, #4]. To that end, I have left the attributes of genre, style and active year as
parameters for doing the clustering of artists.

3.2.2. Network analysis of MuSeNet

In this section I present the graph metrics and visualizations obtained by applying social network
analysis on MuSeNet. In Figure B.1], I highlight the relevant communities that form over the musi-
cal network. Nodes are placed using ForceAtlas2 [[132], a force-directed layout algorithm available
in Gephi, and are colored according to the community they belong to. The communities are de-
tected using the fast community detection algorithm implemented in Gephi [38]. Such an algorithm
was chosen by the authors in light of the existing methodology to break down a social network into
clusters and extract their representative features [205]. One of the analytical advantages of social net-
works analysis lies in the emergent community structure of the network it is applied to. The artists
are grouped together by partially overlapping musical genres. The relevant communities that emerge,
based on genre, are: pop-rock (24.56%), jazz (16.72%), blues (15.8%), classical (8%), country (5.35),
and others. The proportion of music styles is a known fact, but what network analysis unveils are the
spatial distribution as well as the overlapping of such styles. As such, the most popular genres are
also the ones clustered together, as there are more collaborating artists. The topologically marginal
genres are also the ones less popular, like avant-garde, reggae, vocal, or religious, so I can confirm
there is a correlation between the communities’ center of gravity and their real-world popularity.
The further a genre-community is from the absolute center of MuSeNet, the less popular it is, and
vice-versa.

As the most dominant music style, Pop/Rock (violet, in Figure B.1)) is very central and also tightly
clustered, meaning that artists in this industry prefer to work together with others alike. On the
contrary, the second most important genre highlighted by my analysis is Jazz (yellow) which tends
to dissipate and overlap multiple styles. In my perspective, this is because of the very nature of Jazz
artists to collaborate and create music with other genres. The same conclusion can be drawn for
Classical music (green) which, in today’s world, implies composing contributions for movie scores,
commercials, and melodic lines for other genres. Finally, country music (cyan) shows a similarity to
the Pop/Rock community, namely all artists are linked more with each other rather than with others.
However, the community has a more eccentric position which I correlate with its popularity.

Figure B.7 shows the distributions of centralities in MuSeNet. There is a power-law distribution
of degree, betweenness, Eigenvector centrality and Pagerank, which is specific for social networks,
both empirical and synthetic [10, 276]. Notable is the cluster visible in Figure B.2c (larger red nodes)
which shows that there is a small single dominant community of nodes with very high Eigenvector
centrality. On inspection, this community is formed by mature artists who currently own a record
studio. The fact that most published music goes through their studio makes them, as a whole, the
central community in MuSeNet.

Referring to the idea of “meritocracy versus topocracy” discussed in a recent study by Borondo et
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Figure 3.1.: Graphical overview of MuSeNet (generated in Gephi). Each musician is a node in the
graph, connected with another node if there has been at least one artistic collaboration

with that node. After applying the ForeAtlas2 [[32] layout and community detection,
nodes can be colored by highlighting the distinct musical genre-communities.
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3.2. MuSeNet: a social model of the music artists industry
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Figure 3.2.: Graphical overview of complex network measurements on MuSeNet. The nodes high-
lighted in red in each figure highlight one of the three measured centralities: a. Power-
law degree distribution, b. Degree centrality, c. Eigenvector centrality, d. Betweenness
centrality .

al. [44] this community (shown in gray in the upper part of Figure B.1] and in red in Figure B.2c) is
the one that thrives mostly in the topocratic environment of the music industry, making the most out
of its influence in the music industry. Moreover, this real-world influence is replicated in the graph.

Tables B.1 and B.7 show the top 5 artists with the highest centralities in the music industry. I
have measured all four centralities since they highlight different aspects of importance in a network.
The highest degree musician is Greg Errico, an artist and producer who's resume spans across the
most important musical genres, until today. He was member of the “Sly and the Family Stone”, and
performed in Rock, Jazz, Fusion, along with David Bowie, Santana, Larry Graham and others.

On the other hand, betweenness depicts importance in terms of interaction control. Dave Grohl,
a member of Foo Fighters and Nirvana, lies the crossroads of most collaboration paths between all
other artists. Eigenvector centrality highlights members of the mentioned producer-cluster, with
Greg Errico, Alphonso Johnson (etc).

In link analysis, where Pagerank is normally used, a web page will have high Pagerank if it has some
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3. Network-based modeling of real-world data

Table 3.1.: Musicians with highest degree and betweenness centralities.

Artist Degree Artist Betweenness
Greg Errico 81 Dave Grohl 0124
Alphonso Johnson 79 Josh Freese .0091
Dave Walker 67 Chris Shiflett .0084
Don Airey 65 Lu Edmonds .0075
John Wetton 62 John Wetton .0073

Table 3.2.: Musicians with highest Eigenvector and Pagerank centralities.

Artist Eigenvector Artist Pagerank
Alphonso Johnson 764 Greg Errico 2.925
Greg Errico 754 John Wetton 2.777
David Brown .689 Lu Edmonds 2.7
Graham Lear .657 Jimmy DeGrasso 2.672
Neal Schon 652 Alphonso Johnson — 2.641

combination of high in-links, low out-links, and specific in-links from other high ranking pages.
In the world of musicians, these artists with high Pagerank like Greg Errico, John Wetton, and Lu
Edmonds have most likely been influenced by either a lot of people, a few very important people, or
some combination of the two.

Finally, similar to the IMDB study which denotes Kevin Bacon as the most influential node in the
Hollywood actor network, I find Dave Grohl as the “Kevin Bacon of the music industry”. This as-
pect is clearly visible in Figure B.2d, where I show the betweenness distribution, a classical method
of computing influence. Dave Grohl is an American rock-musician, multi-instrumentalist, singer,
songwriter, producer and film director. He is best known for being the lead vocalist, guitarist, main
songwriter and founder of the band “Foo Fighters”, drummer and song-writer of “Nirvana’, “Them
Crooked Vultures”, “Queens of the Stone Age” etc. He has also performed session work as a drummer
for a variety of other bands/artists, like “Garbage”, “Nine Inch Nails”, “David Bowie”, “Paul McCart-
ney”, “The Prodigy”, “Slash’, “Iggy Pop”, “Tenacious D”, “Lemmy”, “Stevie Nicks” etc.

MuSeNet can further be analyzed from different perspectives, a process I look forward to as a future
direction.

3.2.3. Defining the sociability of complex networks

The comparison is done using the topological metrics which are specific for complex networks [246,
10,276,[197]. These values are represented in Table B.3: average degree (AD), average path length (L),
average clustering coefficient (C), modularity (Mod), graph edge density (Dns) and graph diameter
(Dmt). These metrics have the power of characterizing a complex network and offer valuable insight
[278].

The numerical results from Table B.3 show what I call the “sociability” difference between the three
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3.2. MuSeNet: a social model of the music artists industry

Table 3.3.: Relevant measurements of average degree (AD), average path length (L), clustering co-
efficient (C), modularity (Mod), density (Dns) and diameter (Dmt) on each empirical
network.

AD L C Mod Dns Dmt
Facebook 2223 2.34 0.256 0.577 0.005 7

Twitter 1239 2.68 0.239 0.28 0.054 7
Google Plus  12.15 3.9 0.404 044 0.035 12
Jazz 27.7 223 0.633 0.441 0.141 6
IMDB 113.,5 1.55 099 0.476 0.062 4

MuSeNet 13.18 7.64 0.884 0.844 0.002 23

types of collaboration networks. Interestingly, the Facebook model is situated at an average level
of sociability (i.e. metrics all centered on empirically representative values [257, [41]), while the
IMDB actor network proves to be more sociable (i.e. significantly greater AD, shorter L, higher C,
higher Dns, and shorter Dmt), and MuSeNet the least sociable. From a social perspective I explain
the differences in the following way. Facebook users (i.e. usual persons) interact and create new
friendships at what I call a normal rate. Actor’s everyday job, however, relies on playing in movies
with many other actors, and there are almost always different ones, as the casts for movies are very
broad. This makes their network very clustered and thus seems more sociable, on my terms. On
the other end, music artists do not usually create art (work) with many others. They rely on their
own band of ~5 members, and not more then on the other artists from their own genre. This makes
links in MuSeNet less dense, clustering very high and the community structure powerful. I consider
this to be a “non-sociable” network. Twitter and Google Plus networks, like Facebook, also situate
themselves around the moderate-sociable area, while Jazz musicians - interestingly - share the greater
sociability of the actors. The explanation for this phenomenon can be seen in MuSeNet itself, as Jazz
musicians work with many artists, and foremost with the majority from their own genre.

To quantify the discussed aspect concerning sociability I model the S-metric which expresses the
so called sociability of any given complex network. It is imagined to take into consideration the basic
graph metrics (also used in this study, e.g. Table B.3) and compare them to a reference model. In this
study I use the online social networks models distribution of metrics as the reference, and compare
the metrics of each other collaboration network to them. First, I normalize the offset from the refer-
ence value of each metric, then I either add (direct proportional) or subtract (indirect proportional)
the resulting normalized values. Thus, I define sociability as:

6

ST =" [k x (m; —my) /mj] (3.1)

=1

where 57, the sociability of network i towards reference model 7, is the sum of the six normalized
metrics: average degree (k1 = +1), average path length (k2 = —1), average clustering coefficient
(k3 = +1), modularity (k4 = —1), density (k5 = +1) and network diameter (k¢ = —1). The signs
(+/-) of the metrics reflect if the particular metric is direct (AD, C, Dns) of indirect (L, Mod, Dmt)
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Table 3.4.: Sociability of the collaboration networks compared to Facebook, Twitter and Google Plus.

Reference models

S Facebook Twitter Google Plus
Jazz 29.34 4.23 5.80
IMDB 19.33 11.62 11.76
MuSeNet -3.56 -4.34 -2.46

Table 3.5.: Network fidelities ¢ of the three collaboration networks (rows) towards the six used ref-
erences (columns). A higher value 0 < ¢ < 1 denotes a higher similarity.

Reference models

¥ FB TW GP Jazz IMDB MuSeNet
Jazz 647 595 615 - 672 517
IMDB 472 535 .537 66 ; 472

MuSeNet .486 .451 .574 491 479 -

proportional to a more sociable network. As I have three elements in the sum contributing with +,
and three with -, I can simplify equation B.1] to:

6
Z (ki x mi/myj) (3.2)

]{31:—|—1,k‘2:—1,k3:—|—1,k‘4:—1,k‘5:+1,k‘6:—

Thus, the sociability of the collaboration networks using the Facebook model as a reference is given
in Table B.4. The Facebook model compared to itself will have a sociability S = 0. Any model that
is considered as less sociable will have S < 0, and all models that are more sociable in terms of their
graph metrics will have S > 0. In Table B.4 I can see that MuSeNet is indeed on the “unsociable”
side, while Jazz and IMDB are more sociable. Even though the S-values change once I change the
reference model (Facebook, Twitter, Google Plus) the scale and signum of the values remain the same.

Table .5 presents the fidelity values of each collaboration network when compared to the online
social networks (FB = Facebook, TW = Twitter, GP = Google Plus) and to themselves.

The results show a low similarity between all collaboration networks and each online network
(45-65%). This can be explained because of the sociability difference - low and high, compared to
the moderate one of the reference models. On the other hand, the metric comparison supports my
sociability evaluation as it shows the IMDB and Jazz networks - both described a highly sociable -
much more similar (67%) than compared to MuSeNet (<50%).
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3.3. FMNet: modeling physical trait patterns in the fashion world

3.2.4. Discussion

This particular study has presented a state of the art analysis of the the whole music artists network.
Similar to the study of IMDB actors, and Jazz musicians, I can conclude that certain artists have higher
centrality indices. Like other complex networks, MuSeNet has the same properties: it is scale-free
(meaning that artists’ connectivity distributions are in a power-law form), and has a high degree of
centrality [276]. T have highlighted the sociability of three networks through graph metrics. MuSeNet
is a more closed network than IMDB and other usual friendships because music artists do not usually
work with many others, since they rely on their on band and associated acts; links are also formed at
a much slower rate, compared to the Facebook model.

In light of the study which finds Kevin Bacon as the most influential node in the Hollywood actor
network, I find Dave Grohl as the “Kevin Bacon of the music industry”. Moreover, I analyze MuSeNet
from the perspective of other centralities as well, finding artists like Greg Errico to have the highest
degree and Pagerank, and Alphonso Johnson to have the highest Eigenvector centrality. A second
important empirical observation is the existence of a small single dominant community of nodes with
very high Eigenvector centrality. This is the community formed by mature artists who currently own
a record studio and through who’ studios most music goes. This ecosystem mostly thrives because
of the topocratic environment of the music industry.

With the broader perspective of social networks analysis - to better understand and model complex
networks - in mind [56, 276, 82, [[41]], the obtained results pave the way for better understanding the
particular concepts of social collaboration. Motif-based analysis has but recently been adopted from
Systems Biology into social analysis and, in this study, I have shown how it can be used to numerically
express the characteristic aspects of collaboration networks.

3.3. FMNet: modeling physical trait patterns in the fashion world

Driven by the ever-growing interest and real-world applicability shown in social collaboration net-
works, I have gathered data from Fashion Model Directory, the largest fashion model database. As
such, I model and analyze the network formed by female fashion models all around the world, which
I call FMNet. Inspired by similar approaches in the actors and music industry, I compare the empiri-
cal results with Facebook, Twitter, and Google Plus online friendship networks. As a first study of its
kind in the fashion world, I create a network based on physical similarities, and by using centrality
measures and network motifs, I prove that FMNet has all the properties of a social collaboration net-
work. I discover and explain role of the most influential nodes (in terms of betweenness centrality)
and communities (in terms of eigenvector centrality) in FMNet. The physical patterns found in this
study offer a better understanding over the evolving trends in the fashion world.

3.3.1. Motivation and impact

The motivation behind this study is to create incentives for studying the professional relationships of
(female) fashion models around the world, how they form new professional links, and how they cor-
relate from the perspective of common physical traits using a set of common attributes (hair color,
eye color, height, age). Through intensive data mining from social media sources, through SNA
methodologies, and motif distribution analysis, I have created FMNet (Fashion Model Network),
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3. Network-based modeling of real-world data

which represents - to the best of my knowledge - a state-of-the-art analysis of this kind. This study,
along with its results allow us to elucidate the mechanisms of driving the emergence of this kind of
social phenomenon, and whether it shares dynamical and structural features with other natural, so-
cial processes. Additionally, on more generic scientific grounds, phenomena like similarity between
fashion models forming particular physical trait clusters are an excellent opportunity to understand
network formation processes and the influences pertaining to the fashion world. The results obtained
through visualization of force-directed layouts [207] may pave the way for creating a recommender
system which fashion creators and agencies may use to assign models into collaboratng with each
ther for specific brands.

I start by presenting an analytical breakdown and interpretation of relevant graph metrics, central-
ity distributions, and community structure. Through this analysis I show that the proposed similarity
network showcases typical properties of social collaboration networks. I then use the graph model
the to highlight emerging trends in fashion.

Additionally, this paper presents a novel topological assessment on how different collaboration
networks (movies, music, citations) can be differentiated using a network motif approach. Also, I
compare these networks to reference online social networks (Facebook, Twitter, Google Plus) and
quantify how much they differ using the network fidelity metric [257] (see appendix [A]).

3.3.2. Data acquisition

The database introduced in this paper is obtained from the Fashion Model Directory (FMD) online
databaseB. FMD consists of information about fashion models, modeling agencies, fashion labels,
fashion magazines, fashion designers, and editorials. It was first published online in the year 2000
and is currently considered the IMDD of the fashion industry, being the largest database of its kind.
It includes over 10000 female fashion models, 1400 designers, 2000 fashion brands, 1700 magazines
and many other fashion related information.

I used this particular database, since at the time this case study was elaborated I considered it to be
the most comprehensive. The lack of an API or means of downloading raw data meant that I had to
write a script to automatically parse each internal link, in order to retrieve the required information.
Because of the delay introduced by the server response for each page access, I designed a multi-
threaded Java script that was able to complete the crawling in less than one hour, instead of >24h.
My script accessed the profile pages of each fashion model and retained those entries with complete
information, resulting in 9477 female models with the following dataset saved into a local database:
Name - the name of the fashion model, Nationality - the model’s current nationality, usually based on
country of residence, Birth_Year - the year of birth, Hair - the model’s natural hair color, Eyes - the
model’s natural eye color, Height - the model’s height in centimetres, Agency - a list of agencies for
which the model has worked, Advertisement - a list of fashion brands which the model has worked
with, Cover - a list of magazine covers which the model has posed for.

3.3.3. Network analysis of FMNet

In this section I present the graph metrics,centrality distributions, community structure interpreta-
tion, and visualizations obtained by applying SNA on FMNet. In Figure B.3, I highlight the relevant

? Available online at http://www.fashionmodeldirectory.com/
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3.3. FMNet: modeling physical trait patterns in the fashion world

Table 3.6.: Relevant correlations (%) between eye color, hair color, fashion agencies, and fashion
model origin. The acronyms for agency headquarters are: Milan (Mi), Barcelona (Ba),
Sydney (Sy), Paris (Pa), New York (NY).

Eye color Hair color corr%  Agency Origin
Blue Blonde 56 Mi, Ba N-Europe
Green Brown 59 Ba, Mi, Sy N-, E-Europe
Brown Brown 76 Mi, NY E-Europe
Black Black 53 Mi, Pa, NY Asia

communities that form over the fashion model network. Nodes are placed using ForceAtlas2 [[132], a
force-directed layout algorithm available in Gephi, and are colored according to the community they
belong to. The communities are detected using the fast community detection algorithm implemented
in Gephi [38]. Such an algorithm was chosen by the authors in light of the existing methodology to
break down a social network into clusters and extract their representative features [205, 207]. One
of the analytical advantages of SNA lies in the emergent community structure of the network it is
applied to. The fashion models are grouped together by partially overlapping physical traits: similar
gradient of eye color, hair color, or similar height etc. I obtain a total of 9 communities. The rele-
vant communities that emerge are mainly based on the clustering of similar eye color and hair color
gradients. The proportion of models with particular physical features is a known statistic, but what
network analysis reveals, is the spatial distribution as well as the overlapping of such features. As
such, the most popular female model features are also the ones clustered together, as there are more
collaborating nodes. The topologically marginal features are also the ones less sought after, like red
hair, gray eyes, so I can confirm there is a correlation between the communities’ center of gravity and
their popularity in the fashion world.

By analyzing the layout of the 9 resulting communities, I can support the claims through the visual
observation presented in Figures B.4a and b. Namely, homophily plays such a role that each node
is placed in the vicinity of other nodes with the same five chosen traits. The most obvious visual
classifications are the ones of eye color: from black and brown, through green and dark blue, to light
blue (see Figure B.4a); and for hair color: from black and dark brown, through dark blonde and
blonde, to light blonde (see Figure B.4b). Through overlapping of the node properties I notice there
are a few notable correlations between some physical features. These results are given in Table 3.6

From the point of view of graph centralities I have measured the following: degree, betweenness,
pagerank, and eigenvector centralities [276]. These offer different insights over the most influential
nodes in a graph. However, in the context of a physical similarity graph, I interpret the influence
of a node as to how impactful a certain combination of physical features is. Particularly on FMNet,
a node with high centrality is a fashion model which holds a certain combination of physical traits
which stand out as a reference for the fashion world.

I consider FMNet to be a representative collaboration network, as the metric distributions show.
Figure .5 displays the power-law degree distribution which is representative for collaborations, and
social networks in general [25, 246, 26, 24]. The scale-free property of FMNet is valid at community
level as well, as can be seen in communities 1 and 5 in the same figure. This observation supports the
argument that hub formation is present even in a non-social collaborating context, namely physical
similarities between humans. Also, it shows that similarty networks, like FMNet, have emergent
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Figure 3.3.: Graphical overview of FMNet (generated in Gephi). Each fashion model is a node in
the graph, connected with another node if there are at least three common physical traits
with that node. After applying the ForeAtlas2 [[132] layout and community detection,
nodes can be colored by highlighting the distinct physical pattern communities.
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Light
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Figure 3.4.: The physical similarity network highlighting the two main physical traits: a. Dark brown
to light blue eye color gradient . b. Black to light blonde hair color gradient. All node
colors correspond to the eye and hair colors.

structures like social netwoks. I consider this to be valid because similarity networks over completely
random feature vectors show complex network properties [242, 212].

Further, I highlight the distribution of nodes with high centrality in terms of degree (Figure B.6a),
betweenness (Figure B.gb), pagerank (Figure B.6c), and eigenvector (Figure B.§d). From each mea-
surement, the same highlighted regions appear to have a higher centrality: the lower region (commu-
nities 3, 5), the upper region (community 2), and a middle region (community 4). These three regions
have the following trait patterns: blonde and blue eyes, brown hair and brown eyes, respectively blue
eyes and brown hair. However, out of the 4 mentioned centralities, I focus on betweenness centrality
to offer us insight regarding the most influential physical patterns in the fashion world. This metric is
often used in SNA to measure influence of nodes in communication [276], and collaboration [258].

Betweenness centrality highlights a few fashion models which stand out as nodes with a much
higher centrality than all others (see central region of Figure B.6b). These are what I consider to be
the most impactful fashion models in terms of setting a standard for the fashion world. The models
are given in Table B.7. Kelsey Gerry, the node with the highest betweenness centrality, is a typical
fashion model in the sense that she has blue eyes (the most common eye color), brown hair (the
most common), is born in 1989, and is 175cm tall. An interesting observation for most nodes with
top centrality, is that they do not work at the most renowned or largest modeling agencies (i.e. Paris,
Milan, New York).

In light of the studies done over the IMDb network, which show Kevin Bacon as the most influential
node in the actors collaboration network, and over the music industry network, which consider Dave
Grohl to be the most influential node in MuSeNet, I conclude that the female model Kelsey Gerry is

53



3. Network-based modeling of real-world data

Count

759"

70
65

804f"

53

45
40
35
30
23
20
15
10

50 [

Ave degree 58.06) =\

Community 1
726 nodes
Avg degree 29.07

30 40 S0 60 0 80 90 100

20 40 60 B8O 100 120 140 160 180 200
Value

220 240 260 280

Community 5
361 nodes
Avg degree 34.98

]

€ 70 80 %0 100

Figure 3.5.: Power-law distribution of node degrees. FMNet showcases the scale-free property spe-
cific to collaboration networks. This property is also present in each community.
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Table 3.7.: Fashion models with the highest betweenness (Btw) centrality.

Model name Hair color Eye color Agency Btw
Kelsey Gerry brown blue Berlin  39.8K
Kelley Havey blonde brown  Chicago 38.4K
Michelle Lombardo ~ brown blue LA 37.1K
Sherita Dehon brown brown  London 35.2K
Emily DiDonato brown blue Sydney  35.2K




3.3. FMNet: modeling physical trait patterns in the fashion world

(c) (d)

Figure 3.6.: The physical similarity network with each relevant graph metric highlighted through
node color (red intensity) and node size. a. Degree distribution. b. Betweenness cen-
trality. c. Pagerank. d. Eigenvector centrality.
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the central node which sets a physical trait standard for FMNet.

Nonetheless, if I study the eigenvector centrality distribution over FMNet, I notice a string clus-
tering of influence in the lower part of the graph. Community 5 holds an overwhelmingly high pro-
portion of nodes with high eigenvector centrality, so I put this observation into the perspective of a
landmark study which discusses the impact of topology versus merit. Referring to the idea of “meri-
tocracy versus topocracy” discussed in a recent study by Borondo et al. [44] this community (shown
in red in the lower part of Figure B.6d) is the one that thrives mostly in the topocratic environment of
the fashion model industry, making the most out of its influence in the fashion world. This commu-
nity consists only of models with blue eyes and blonde hair; the fist model with a different physical
feature is outside the top 100 in terms of eigenvector centrality. I consider this analytical observa-
tion to be well correlated with the real-world popularity of female models with these two mentioned
physical features, and moreover, they also seem to attract other young models with the same features
more than any other combination of traits.

FMNet can further be analyzed from different perspectives, a process I look forward to as a future
direction.

3.3.4. Discussion

In this paper I have introduced a new empirical dataset that may be used by the SNA community -
the female fashion model dataset obtained by online crawling from Fashion Model Directory. I use
the dataset to presented a state-of-the-art analysis of the the whole fashion model industry. Because
physical features are relevant in the fashion context, I construct FMNet, which is a network of physical
similarities in terms of hair color, eye color, height etc. Similar to studies on actor [98§] and musician
[258] networks, I can conclude that certain fashion models have higher centrality indices. Like other
collaboration networks, FMNet has the same properties: it is scale-free (meaning that fashion models’
connectivity distributions are in a power-law form), and has a high degree of centrality [276].

In light of the study which finds Kevin Bacon as the most influential node in the Hollywood ac-
tor network, and Dave Grohl in the music industry, I find Kelsey Gerry as the “Kevin Bacon of the
fashion model world”. Her high betweenness centrality represents the reference in terms of physical
trait patterns for other fashion models. A second important empirical observation is the existence of
a single dominant community of nodes with very high eigenvector centrality. This is the community
formed by another reference in the fashion world: models with blonde hair and blue eyes, a trade-
mark for many modeling agencies and magazines. The presented work is aimed at improving the
understanding of how fashion models collaborate and, the the best of my knowledge, create a first
recommender system for fashion agencies.

3.4. Graph metric analysis in collaboration networks

The comparison is done using the topological metrics which are specific for complex networks [246,
10,276, 197]. These values are represented in Table B.8: average degree (AD), average path length (L),
average clustering coefficient (C), modularity (Mod), graph edge density (Dns) and graph diameter
(Dmt). These metrics have the power of characterizing a complex network and offer valuable insight
[278).
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3.5. Motif distribution analysis in collaboration networks

Table 3.8.: Basic graph metrics for FMNet, MuSeNet, and three online social networks: Facebook,
Twitter and Google Plus. The measured metrics are: average degree (AD), average path
length (L), average clustering coefficient (C'), modularity (M od), density (Dns), and di-
ameter (Dmt).

AD L C  Mod Dns Dmt
FMNet 58.06 3.14 0.497 0.579 0.017 9
MuSeNet 13.18 7.64 0.884 0.844 0.002 23
IMDB 1135 1.55 0.99 0.476 0.062 4
Facebook 2223 234 0.256 0.577 0.005 7
Twitter 1239 2.68 0.239 0.28 0.054 7
Google Plus  12.15 39 0.404 044 0.035 12

Table 3.9.: Fidelity measured against the three online social networks: Facebook (¢rp), Twitter
(¢rw), and Google Plus (pgp). A higher ¢ value means a higher similarity between
the collaboration network and the online network.

YFB PTW PGP

FMNet 0.619 0.567 0.68
MuSeNet 0.486 0.451 0.574
IMDB 0.472 0.535 0.537

The numerical results from Table B.§ show that FMNet has a good resemblance towards online
collaboration networks. This is supported by the scale-free property which results in a small average
path length L. The clustering is higher than for internet users but lower than that of the IMDB and
MuSeNet networks. This can be explained through the fact that musicians and actors work in much
tighter collaboration than average internet users who interact with many other diverse users. The
physical similarities of FMNet however, tend to be in the middle, showing that the average similarity
between fashion models is somewhat higher than expected in a normal population. In other words,
there are few physical feature combinations present in the fashion world, and this high redundancy
context yields a high clustering coefficient. The community structure is thus also relatively high, as
each physical pattern is clearly delimited from the other.

Finally, I compare the three collaboration networks with the three online social networks, as pre-
sented in Table B.9. As FMNet has the highest resemblance to any of the three online networks.

3.5. Motif distribution analysis in collaboration networks

I propose a two step approach for motif-based comparison on MuSeNet and FMNet. First, I measure
the distributions of motifs of size 3 (subgraphs with 3 nodes) on each empirical network using FAN-
MOD [284]. FANMOD is a light-weight tool for fast motif detection designed using one of the fastest
detection algorithms available, RAND-ESU [283]. To that end, I obtain the distribution depicted in
Figure B.7.

The results of the motif analysis offer a different perspective over the already reached conclusions.
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Figure 3.7.: The resulting motif distributions for the chosen empirical network topologies. The oc-
currence of each motif is expressed in percentage in the central histogram. As can be
seen, only distinct motifs (not all) characterize each network. All 13 motifs of size 3 are
depicted at the bottom of the figure.

The Jazz network behaves more like an online social network - with a uniform distribution of motifs
- while the IMDB and MuSeNet networks have a predominant motif characterizing them.

The motif size used in this study is fixed to 3, that is subgraphs with 3 nodes are quantified, not
larger ones. While there are approaches in literature studying network functionality using motifs of
sizes 4-6, I rely only on the size 3 motifs since there are few such distinct patterns, they are much
more numerous to be found in graphs, and thus substantially more relevant [L1]. There are a total
of 13 combinations of motifs with three nodes using directed edges. The motifs can be seen in the
lower part of Fig. B.7.

Finally, I also apply the fidelity metric to compare the motif distribution vectors with one another.
The obtained values are given in Table B.I0. A value of 1 means complete similarity, while a value
of 0 means complete dissimilarity. The data is interpreted as, for example: the Jazz network has a
similarity of 81.8% towards the Facebook model etc.

The results presented here show a different perspective: both MuSeNet and IMDB are relatively
distant to a normal online social networks (FB), while the Jazz musicians network is more similar.
This supports the idea o a high sociability for the Jazz network. Also, the results support the fact that
FMNet is the closest resemblance to a real-world online social network (i.e. 92% similarity to FB). All
the obtained results support the fact that FMNet, even though a physical similarity based network,
has all the properties of a social collaboration network.
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3.6. A perspective from non-social complex networks

Table 3.10.: Network fidelities ¢ of the three collaboration networks (rows) towards the four used
references (columns) in terms of motif distributions.
Reference models

14 FB FMNet Jazz MuSeNet IMDB
FMNet .92 - N/A 525 163
Jazz .818 N/A - .662 .36
MuSeNet .572 .595 .595 - 231
IMDB .34l 346 171 433 -

3.6. A perspective from non-social complex networks

In order to better understand the role that each graph metric, and centrality have in the context
of social networks, I have done research also in the adjacent fields of technological and biological
networks.

To that end, Appendix [J details the results obtained in modeling patients datasets as graphs using
the network medicine approach. This means that patients form a graph (i.e. nodes) and are connected
based on their anthropometric compatibility, as specific for a certain medical scenario. Specifically,
I present two sets of studies in which I have scientific results, namely improving the diagnosis ac-
curacy for sleep apnea patients through phenotyping [186, 265], and improving patient treatment
schemes taking into the consideration different types of medication administered to patients with
cardiovascular disease [247].

This set of studies showcases the importance of community detection and the algorithms available
to detect communities of nodes (i.e. patients, in this case). Moreover, in the process of building
complex networks from ground-up it is important to determine a correct method for adding edges,
and to limit the number of edges to such a value that community sizes and number are in balance.
Having a too weak condition for adding edges between two nodes leads to a very connected graph in
which communities are overlapped and hard to distinguish from a functional point of view. Having
a too string condition for adding edges between two nodes leads to a disconnected graph in which
there are too many small communities to be able to distinguish patterns, similarity, compatibility of
any nature. In both these directions I have devised step-wise refined methods for adding a correct
number of edges when creating graphs, in such a way that the resulting number of communities is
relevant for analysis.

Finally, Appendix [ details the results obtained in modeling technological communication in-
frastructures using technological networks as a theoretical support..Specifically, I present two sets
of studies in which I have scientific results, namely understanding the formation of traffic hot-spots
(e.g. traffic jams) in urban road networks [259], and creating an algorithm for improving the effec-
tiveness of communication in a wireless sensor network, by taking into consideration the trade-off
between cost and latency [129].

This set of studies showcases the importance of the betweenness centrality, eigenvector central-
ity, and the power of motifs to compare topologies. The detected hot-spots in urban networks are
tully highlighted by betweenness. Analyzing their distribution, I noticed a power-law distribution,
which is specific for social networks. On the other hand, degree is not distributed in a power-law
manner, but rather normal or uniform. Thus, urban road networks tend to have a social component,
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3. Network-based modeling of real-world data

which is intuitive, since they serve our daily social needs. The second study presented in Appendix
D [129] also shows the importance of community formation, this time in the geographical context of
wireless sensors. Furthermore, eigenvector centrality is shown to capture the most important node
in each community, being correlated with position as well. As opposed to a social network, where
links are non-physical, the aspect of aligning centrality with the 2-dimensional center of weight of a
community is essential in optimizing communication.

3.7. Discussion

In light of the results presented in this chapter, I have assembled a wide and valuable perspective
over social networks analysis and modeling. The two studies regarding the collaboration of mu-
sicians (MuSeNet) [258] and fashion models (FMNet) [254] represent very innovative applicative
approaches which bring novelty to literature. In both studies I have used graph metrics and central-
ities analysis to showcase the importance of the emergent communities which develop and explain
real-world particularities of the two artistic fields. Together with a theoretical study of the impact
of the underlying topology [261], all these studies have helped me understand the importance of
graph metrics like average degree, path length, clustering coefficient, diameter, graph density and
modularity, as well as the role of centralities like degree, eigenvector and betweenness.

Additionally, I have presented two studies of complex networks applied in medical science, follow-
ing the so-called path of network medicine. The results obtained in predicting central sleep apnea
[265, 186] bring landmark novelty and improvement in the field of sleep medicine, The study under-
taken of assessing the treatment response of patient with hypertension [247] also showcases a new,
useful, perspective for medical doctors. These experiences outside the field of social networks analy-
sis have helped me greatly to understand the role of different metrics to take into consideration when
modeling empirical data using graph analysis.

The observations obtained in all these studies have helped me pave the way for the next three chap-
ters which deal with the essence of my thesis namely understanding social structures and creating
mathematical models which can reproduce the topology, dynamicity and interactivity within social
networks.
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4. Generating realistic social network
topologies

Social network analysis is receiving an increased interest from multiple fields of science since more and
more natural and synthetic networks are found to share similar features which help us understand their
underlying topological properties. One desire is to create a model of the human society, however, the
complexity of such a model is increased by the nature of human interaction, and present studies fail to
create a fully realistic model of the societies we live in. My approach is inspired from studies of online
social networking and the ability of genetic algorithms (GA) to optimize topological data in a natural
manner. I combine the properties of the small-world and scale-free models to create a community-based
social network, which is then rearranged using empirically obtained data from Facebook friendship
networks, and optimized using GAs. As a result, my synthetically generated social network topologies
are more realistic, with a proposed realism fidelity metric that is with 63% closer to the observed real-
world parameters than the best existing model

“If T have seen further it is by standing on the shoulders of Giants”

X Bernard of Chartres
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4. Generating realistic social network topologies

4.1. Motivation

The effort to mathematically model an accurate and realistic society has been triggered by the ob-
servation of the three fundamental properties of social networks: average path length, clustering co-
efficient and degree distribution [246]. The well-known models of small-world [281] and scale-free
[25] networks both present these network properties but they fail in creating fully realistic mod-
els of the societies we live in. Over the years, many attempts have been made to merge as many
empirically-observed properties as possible into a single social model. There are topological mod-
els which describe geographical proximity, friendship distribution, neural networks in the brain,
protein interaction mechanisms, natural food chains, the distribution of means of transportation,
citation networks, sexual interaction patterns, the world wide web, power distribution networks, re-
lationship of words in a language, interaction between ingredients in a recipe, the world markets
(276, 121}, 82] etc. However, an abstract and generic, yet flexible and realistic model that describes
how people interconnect in society has not yet been described. The benefit of having such a model is
the capability of simulating custom social scenarios of interest on very large virtual data sets. It can
help medical science predict the spreading of diseases [82]; sociology and politics to understand the
flow of information, opinion etc.; and combined with diffusion models, help predict the outcome of
elections, polls, surveys [82]. As there is not enough real world data to research on, this can only be
simulated if we have dependable, realistic social models [121]. If we only rely on mining after exist-
ing real data found in online databases it becomes hard to find topologies with a certain distribution
of properties. For example, if one needs to simulate the behavior of a realistic social network with
a certain centrality distribution of nodes, my proposed algorithm can create such a desired network
on demand, at the same time assuring that it is as realistic as possible.

This chapter tackles the problem of synthetically generating realistic social network topologies.
Unlike existing social models like the small-world [281], scale-free model [10], cellular model [263],
static geographic model, Watts-Strogatz model with degree distribution [57], introduction model,
random encounter model etc., I propose a methodology based on creating realistic models, inspired
from accurate empirical data, which are then optimized using genetic algorithms. Previous methods
fail in creating models of the human society; therefore I have used empirically obtained data from
Facebook friendship networks and have concluded that, although diverse in shape and size, all share
common metrics. Furthermore, I optimize the metrics on my propsoed model until it reaches a
desired state of realistic accuracy.

The original model - entitled Genosian - proves to be more efficient by replicating all network
metrics measured on the empirical data set. I quantify this efficiency through the proposed fidelity
metric ¢ (see Appendix [A]) which can measure the realism of any network model. The algorithm
is highly parametrized, flexible for multi-purpose social scenarios, and is also being integrated into
Gephi [B0], the leading tool in visualization and analysis of large networks.

4.2. The real-world reference data

My research is based on the empirical study of Facebook friendship graphs which have been extracted
from Facebook using an application named netvizz [228]. The data set consists of 93 different friend-
ship graphs of subjects aged 16 to 35, with sizes ranging from 177 to 1030 nodes. Even though differ-
ent at first glance, under a closer numerical analysis all measured metrics vary only slightly between
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4.2. The real-world reference data

(a) ®)

Figure 4.1.: Two online friendship networks: a Facebook network (a) of 590 nodes and a GooglePlus
(b) network of 344 nodes. The size of each node is proportional to its degree and the
coloring is done according to the community it belongs to (i.e. done by running a com-
munity finding algorithm first). This Facebook network is chosen as an example because
it lies nearest to the overall average metric distribution from the data set.

the multitude of networks. Figure f.Tla shows such a friendship network extracted from Facebook.
I start by measuring the basic network metrics: network size (nodes and edges), average path length
(L), clustering coefficient (C) and average degree (<k>), and also network diameter, density and modu-
larity [276]. Additionally, I analyze the distributions of the degrees (P(k)), betweenness, closeness and
(eigenvector) centrality [276, [150] .

Figure ff.2a highlights the narrowness of the convergence intervals for average path length, clus-
tering coeflicient, density and modularity as measured for all networks extracted with netvizz. This
strengthens the argument that all realistic topologies have metrics which fall inside these thresholds.
Figure {.2b shows the degree and centrality distributions for a representative friendship network.
The chosen network (Figure ff.Tla) lies nearest to all average values for each metric. Despite intuition
and the inherent diversity of humans, it is clear that the measured values pertain to a social pattern
which seems to be found in the underlying nature of the human interaction model. I have evaluated
these parameters because they characterize a realistic social topology. Following similar reasoning,
a study demonstrates that even a completely synthetic network — the Marvel characters universe —
has evolved into a real-like social network [8]. Therefore the proposed synthetic topology generation
process has to meet these demands.

The study presented in this chapter is explicitly tailored for recreating Facebook (online) friendship
networks, as these networks best capture the aspects of social interconnectivity. As for a dataset
repository, I rely on the Stanford Large Network Dataset Collection (SNAP) [[I57], which contains
many medium and large sized networks for this study. Additionally, I rely on a privately collected
dataset of ~100 egonetworks of smaller sizes. As a future step, the study may be extended to extract
the characteristics of Twitter, Google Plus, peer-to-peer networks (technological) and redefine the
algorithm to suit additional specific cases.

63



4. Generating realistic social network topologies
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Figure 4.2.: (a) The distribution of measurements over the data set: a. Average path length (L) with
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an aver-age value of 2.48, a minimum of 1.92 and a maximum of 3.0; b. The cluster-
ing coeflicient (C) with an average value of 0.26, a minimum of 0.21 and a maximum of
0.31; c. Network density with an average value of 0.052, a minimum of 0.02 and a max-
imum of 0.11; d. Network modularity with an average of 0.462, a minimum of 0.31 and
a maximum of 0.65. Degree and centrality distributions for one representative network
(represented in Figure f.Ta). (b) The distributions for a representative network: a. Power
law degree distribution; b. Power law eigenvector centrality distribution; c. Power law
betweenness centrality distribution; d. Closeness centrality distribution. It presents a
particular Gaussian distribution with a cutoff value (0.5). This is a specific feature for
friendship networks.



4.3. Evaluating the related work

4.3. Evaluating the related work

Basic network analysis is done by measuring fundamental graph metrics, and comparison of two or
more networks, by doing an individual comparison of each metric independently. While such an
approach is useful in trying to capture one specific feature of the network, it fails to create a general
overview of the similarity between the analyzed networks [66]. Similar work aimed at comparing the
importance of graph metrics concludes that each metric captures specific attributes of the network
[B5]. It states that further study on the effect of each metric is needed in order to be able to choose a
fitting topology according to the requirements of an empirical model.

Comparing real systems is aimed at a deeper understanding of the interaction patterns between
these systems [281, 25, 246], and extracting their common properties helps improve the models even
further [281}, 13, [41]. However, the predominant method of graph metric comparison suffers from
limited information [[165]. Some notable means of comparison are the distance ratio measure [#9],
used to compare individual mental models, a comparison from the data analysis perspective [165]
and the study of the self-similarity of complex networks (Song, 2005). From a topological perspective
there are studies done both in the direction of classifying social network models [141] and of struc-
tural pattern detection [215]. These methods however serve a higher level of meta-analysis rather
than as measures of similarity.

The statistical methods with which network similarity can be measured are the cosine similarity
[249], variance, covariance, Pearson correlation coefficient (PCC) [245], the Mahalanobis distance
[174]. Other methods used in network analysis which are adopted from statistics include the T-test
and the ANOVA test (analysis of variance) [[70]. A recent study improves upon the T-test method-
ology by proposing an alternative geometrical approach called the Characteristic Direction, in order
to identify differentially expressed genes [61]. There is no single statistical approach used in cur-
rent research because there is no unified metric that provides normalized values which are tailored
specifically to network comparison. Yet, the most intuitive and thus used metrics are the Euclidean
distance, Pearson correlation [244] and cosine similarity [249].

Analyzing the results from Table ff.1 and Figure .3 one can highlight the limitations of the current
related work. No single state of the art model manages to replicate more than two or three empirical
measurements. As there is no suitable metric to compare and quantify the realism of social net-
works, this thesis makes use of the network fidelity metric ¢ (phi) which was previously introduced
in literature by the author [257]. For full motivation and mathemtical validation of this metric, see
Appendix [Al. By measuring the ¢ of any two networks represented with the same metrics, it can be
concluded which model offers the greatest realism compared to my empirical data set. Also, the al-
gorithms for generating all the analyzed networks, as originally described by their respective authors,
are implemented as Gephi plug-ins by the author.

Because none of the presented work manages to fully model a realistic friendship network, as mod-
eled on Facebook, I further propose my own topological model which encompasses all the metrics
and distributions.

4.4, The genetic-optimized social network (GenOSiaN)

The goal of my proposed social network model (called Genosian) is to create an accurate replica of
the friendship models gathered from Facebook. Figure .4 presents the overview of my proposed
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4. Generating realistic social network topologies

Table 4.1.: Measurements for average degree (AvgD), average path length (L), average clustering co-
efficient (C), modularity (Mod), diameter (Dmt) and density (Dns) are done on synthet-
ically generated networks of 1000 nodes. The presented models are: Facebook, small-
world (SW), scale-free (SF), cellular, static-geographic, WSDD and the proposed model
(Genosian). A lower ¢-value shows the realism of the models, with the geographic model
being the most accurate state-of-the-art model (¢ = 0.27), but with the Genosian (pro-
posed) model being 122% more realistic (¢ = 0.125).

AvgD 7% & Mod Dmt Dns ¢
Facebook 19.822 24815 0.2659 0.4677 8.5 0.0496 0
SW 3.994 5.614 0.321 0.726 11 0.005 0.371
SF 3.12 4.598 0.015 0.622 10 0.003 0.38
Cellular 11.388 3.786 0.599 0.908 7 0.02 0.367
Geographic 6.628 334 0.065 0.52 8 0.013 0.277
‘WSDD 21.583 4.589 0.738 0.897 9 0.041 0.31
Genosian 20.02 2.404 0.308 0.65 5 0.05 0.125

methodology. As there is no direct algorithm of ensuring the creation of a graph with the desired
predefined metrics, I adopt a step wise refinement approach. By combining the two fundamental
models, small-world and scale-free, a community based network is created. This approach is also
validated by similar research, namely the cellular network model [263], the Watts-Strogatz model
with degree distribution [57], and scalable virtual communities [226]. The resulting communities
are connected with initially random friendship links which are then re-wired (optimized) using a
genetic algorithm (GA) approach. Related work shows that reciprocity and sibling bias are shown to
have a considerable effect over the creation of friendship ties [[94], thus our friendships tend to form
around the dominant nodes in each community. Using a custom GA the centrality distributions are
repeatedly measured and optimized until they correspond to the empirical distributions.

To overcome the problem of searching in an infinite solution space I propose the usage of heuristic
methods, namely genetic algorithms (GAs), to solve this computational limitation. GAs are used to
generate a representative mixture of solutions to optimization and search problems [191].

The initial set of random solutions which build up the population is, in this particular case, com-
posed out of edges (candidate solutions) which need repeated rewiring, as in a genetic manner, to
produce better and better solutions. Finally, after a predefined number of repetitions (generations)
the GA stops and the best solution is chosen from the population [191]. Solutions are ordered us-
ing a fitness function, namely the betweenness and/or the eigenvector centrality of each edge target.
Figure f.5 shows the chromosome representation used by the algorithm. Each solution (candidate)
consists of en edge: a pair node source - node target on which the genetic operators are applied.
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4.4. The genetic-optimized social network (GenOSiaN)

A. Initialize Parameters

The algorithm takes as input the following: the number of communities, the average community size,
the two rewiring probabilities p; and p2, and the genetic algorithm parameters. Each community is
individually built using the same principle, so the number of communities is used to model diverse
real situations, like e.g. number of college groups. By default, the average community size determines
a power law distributed size around the given value; alternatively, each communities’ size can be
manually set.

B. Create communities

The creation of each community is an independent task and is inspired by the Watts-Strogatz algo-
rithm. The proposed difference consists in how the value k is individually chosen for each node,
as inspired from the WSDD approach. It is aimed at creating a small world network with a power
law degree distribution. After the regular network ring is created, local edges are rewired to long
range edges, within the community, using probability p;. At this step, I obtain a given number of
communities, each with realistic L, C, density and degree distribution.

Create community:
create size nodes with id = community index | global node index
for each node n;:

connect n; to k neighbors on left and right sides (2%k edges)
for each edge ¢;, with probability p;:

choose a new random/preferential edge target from the community

C. Connect communities

The last initialization step consists of connecting the obtained communities. Using probability po
each node is connected with another random or preferentially chosen node from a different com-
munity. The preferential selection is done by choosing higher degree nodes in favor of lower degree
ones. This step stabilizes the graph density, diameter and modularity, but the centralities remain
normally distributed. After this step, the list of added inter-community edges is kept for the next
iterations of the algorithm.

Connect communities:
for each community c,:
for each node n; from ¢,, with probability pa:
choose another random community ¢
choose a random/preferential node n; from ¢
create edge e, between (n;, n;) and save it to list E

D. Measure fitness of edges

The list of newly created edges is sorted in descending order of the betweenness and/or Eigenvector
centrality of the target of each edge. For this, I run the corresponding centrality measurement al-
gorithms and then order the edges. The idea is to rewire the edges by keeping the source node, but
selecting a better target node. Better targets represent nodes with higher centrality, as my empirical
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observations suggest. The GA can be repeated for either a given number of steps (iterations) or un-
til the measured centralities resemble the empirical ones. Experiments show that running a higher
number of iterations (>5) makes the network organize itself in a perfect manner, which actually de-
creases the realistic accuracy. Consequently, I suggest using the algorithm with a fixed number of
steps (2-5).

Measure fitness:
for each edge ¢; in E:

fitness f; + centrality(target n; of e;)
sort F in descending order of f;

E. Rewire edges between communities

Considering I sort the population in descending order of the fitness after every iteration, I evolve the
solutions from one generation to the next using three methods:

1. Best solutions: the first percentage pBest of the current generation is copied to the next gener-
ation. That is, the edges with the most central target nodes (best fitness) are kept in the graph
(there are s Best = pBest x N individuals chosen).

2. Crossover: a second percentage pC'ross of the next generation is composed out of edges from
the current population on which a custom crossover is applied (there are sCross = pCross x
N individuals chosen for crossover). It is applied on the edge target using a second random
target node chosen from the same community. The local IDs from the chromosome of the
original target and the second random target are combined through binary concatenation us-
ing the first ¢ bits from one node’s ID and the remaining bits from the other node’s ID. The
crossover threshold c is a random number: 0 < ¢ < n, where # is the number of bits used to
represent the IDs. The resulting index is guaranteed to belong to a specific node in the com-
munity, which is then set as the new target for the particular edge on which the crossover is
applied.

3. Mutation: a third percentage pMutation is composed out of the remaining edges from the
current population on which genetic mutation is applied (there are sM utation = pMutation x
N = N — sBest — sCross individuals chosen fro mutation). It is applied by changing the
edge target node with another random or preferential node from the same community as the
target, as given by the fitness function.

The three percentages add up to 100%. Finding the best values for them is an experimental study and
may differ from one need to another. Fig. 6 explains how the algorithm is applied step by step.

Apply genetic operators (one step):

E’ « empty

while i++ < sBest:
E,Z L Ez

while i++ < sBest + sCross:
n; + random node from community of target of (F;)
new;q; + crossover (getNodeIld(n;), getNodeId(n;))
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Npew ¢ getNode (new;q,) from same community
target (E;) ¢ Npew, add to E;

while i++ < size(FE):
n, + target of random/preferential edge from FE
target (E;) « n,, add to E;

E « F

Once the algorithm stops, it produces a graph of size N ~ number of communities x average com-
munity size, which significantly resembles the presented Facebook friendship networks. The basic
metrics (average degree, L, C, diameter, density, and modularity) are realistically obtained through
steps A-C of the algorithm, while steps D-E ensure the centralities are distributed as needed. Finally,
in Figure f.g I exemplify the algorithm in a step-by-step manner and explain how the rewiring is
done.

4.5. Results and discussion

Conceptually, the Genosian algorithm is designed to recreate realistic online social networks topolo-
gies, but it differs from the state of the art models. I consider the algorithm to be a multi-objective
optimization method, through the fact that it targets a specific set of graph metrics which have to be
optimized. As a consequence, I use the developed fidelity metric [256], which is designed for a suit-
able comparison manner for multi-variable entities, to compare to the chosen state of the art models
and empirical data presented in Table A.1.

In this section I present and compare the similarities between the Genosian network, the real Face-
book data set, and the best two models presented in the related work chapter, both visually (Figure
B.7) and numerically (Table f.2). Comparing the results in Table f.7 with the ones in Table f.1], it
is clear that the Genosian networks manage to accurately replicate the original Facebook network.
No other model reproduces more than 3 basic metrics (0.27 < ¢ < 0.38), while the proposed model
reproduces 5 out of 6 (0.125 < § < 0.2). Thus my model is, on average, 63% more accurate than the
best previous model (Geographic); the best network is however 2.21 times more accurate than the
Geographic model, and 2.47 times more accurate than the WSDD model. It is worth mentioning
that my synthetic networks do not create the random leaf nodes which increase the diameter, as they
are statistically insignificant, thus the real diameter is lower. The six networks highlight the impact
of the wiring probabilities. A low ps creates a very modular community structure which is not de-
sired. Increasing p decreases the clustering and the modularity, and increasing p; increases the
density. Figure .7, along with Figure f.1, highlight the results in a visual manner. One can observe
the similarity between the Facebook friendship networks (Figure @.Ta, Figure f.7ja) and the proposed
Genosian network (Figure .7b). Nevertheless, the numerical comparison is the one that makes us
conclude how realistic a model is, and both Table f.1 and Table f.7 reinforce the fact that my pro-
posal produces the best reproduction of real friendship network topologies. In Figure f.§ I also show
the distributions of centralities for the Genosian model. This further stresses the superior realism
of my proposed model because, in comparison with the other models, it represents a better match
for the actual Facebook distributions from Figure f.7. Throughout this chapter I rely on Facebook
friendship networks as a basis for comparison and validation of realism. This is argumented by the
popularity of Facebook, which offers large, diverse and real-like networks, as explained in Section 2.
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However, other platforms, like GooglePlus (Figure f.1b), Twitter, Wikipedia etc., offer empirical data
for validation. In principle, there is no problem for Genosian in replicating topologies that resemble
GooglePlus or Twitter, provided that similar studies, as those pertaining for Facebook (as provided
in Section 2), are performed.

Table 4.2.: The basic metrics for a representative Facebook friendship network and for six Genosian
networks of sizes 500-1000 nodes. The two columns on the right represent the wiring
probabilities p; and p2 (see steps A, B, C of the algorithm) used to create each of the dis-
tinct synthetic networks. The values used for the genetic percentages are: pBest=50%,
pCross=30%, pMutation=20%.

AvgD L C Mod Dmt Dns | pp p2
FBook | 19.82 2481 0266 047 85 005 | - - 0
Gl 2226 2514 0343 062 003201 01] 02

4
G2 2217 2426 0.212 0.5 4  0029|01 02]0.166
G3 21.18 2185 0.142 036 3 0046 | 0.1 03| 189
G4 2145 2416 0324 0.65 4 0044 |02 0.1]0.167
G5 21.88 2353 0.182 049 4 003302 020172
Go6 20.02 2404 0.308 0.65 5 0.05 |03 0.1]0.125
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Figure 4.8.: The centrality distributions for a representative Genosian network. See Figure f.2b for
comparison. a. Power law degree distribution b. Power law Eigenvector centrality distri-
bution, exactly as in Facebook networks, and unlike many other social network models.
c. Power law betweenness distribution d. Closeness distribution with the same particular
Gaussian distribution as in real Facebook topologies.

Modeling the societies we live in is one of the goals of social network analysis. This endeavor
stretches out in multiple directions: defining a mathematical model of the topology, modeling real-
time growth, adding an opinion diffusion model etc. Many natural and synthetic networks have
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already been analyzed and their underlying models understood, documented and reproduced. How-
ever, the quest remains open to propose an accurate model of the society. While it encompasses the
most fundamental properties — small-world and scale-free - it also brings a lot of complexity due to
the nature of human interaction. My proposal — the Genosian network - is an innovative solution
combining a realistic empirical data set with social network analysis and genetic algorithm optimiza-
tion.

This first contribution to my thesis begins by showing that Facebook friendship networks are ac-
curate at reproducing the real friendship networks between humans. The data set of over 100 such
networks, with sizes ranging from a few hundreds to thousands of nodes, is then analyzed and it
is concluded that, although very diverse in shape and size, all these networks share very strict met-
rics. Further, I present the work related to newer proposals in this direction. It is shown that none
of these manage to replicate the properties of the empirical friendship networks. Thus, I propose
the Genosian network model and explain how it is algorithmically generated. I finalize by offering
both a visual and a numerical comparison and discussion between the proposed, empirical and other
related models.

In conclusion, I believe that my work has achieved its goal and manages to replicate realistic so-
cieties very accurately. The achieved accuracy shows a 63% improvement with respect to the best
previous model (static-geographic model), in terms of the realism fidelity metric . The inspiration
from Facebook is nothing but natural, as more and more virtual data is modeled by human interac-
tion. My future work is aimed at extending the real social network topology study for Google Plus,
Twitter, efc. in order to refine the Genosian algorithm accordingly. I also plan on using this model
as a basis for social network growth.
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Figure 4.3.: The degree and centrality distributions over a selection of five relevant social network
models (the same ones as described in Table 1).
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D. Measure
fitness of Finish
edges

A. Initialize B. Create C. Connect
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E. Rewire edges Are centralities
between well
communities distributed ?

Figure 4.4.: Flowchart describing the steps of the Genosian algorithm.

Coml1-ID Source-ID Comz2-ID Target-ID
[0 7|8 i B 39]40 63
8 bit community ID 5
24 bit node ID x

Figure 4.5.: The genetic chromosome representation. Each solution is composed out of two 32bit-
represented IDs. The source node is represented by concatenating the community ID of
the node (8bit) with the actual node ID (24bit). The same rule applies for the edge target.
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Source Target F

c=2

E1 0o 12]1 1] 5] mutate 0 0]1 1
E2 0 9[1 3 CROSSOVER E5 | 0 ol @ 1
E3 0 9|1 2 BEST 00 0 1
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Figure 4.6.: Step by step explanation of the Genosian algorithm. The table shows the evolution of the
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chromosomes, their fitness ranking (green), and exemplifies the crossover. A. Commu-
nities CO (cyan) and C1 (red) are created [steps A, B of the algorithm]. B. Five random
edges are drawn be-tween the two communities: E1 to E5 [step C of the algorithm]. The
fitness F of the edges is computed and the edges are ordered (1-5 in the green column).
F is given by the centrality of each edge’s target, i.e. which is proportional to the size
of the nodes in the figure [step D of the algorithm]. C. Apply the genetic operators and
rewire the five edges. Thus, in order of the fitness, the best solution is copied over (E3),
crossover is applied on the next two solutions (E2, E5), and mutation on the last two so-
lutions (E4, E1). Crossover on E2 is applied by combining the target “3” with a random
target “1”, with c=1, which results in the new target “1”>. Mutation on E1 is applied by
choosing a new random target from the same community, namely node “7” [step E of
the algorithm]. D. Considering the algorithm is finished after one step, the ForceAtlas2
layout algorithm is reapplied on the graph [[132].



4.5. Results and discussion

Figure 4.7.: A visual comparison between a Facebook friendship network (a) with 457 nodes, and
a Genosian network (b) with 269 nodes. The synthetic network in the figure is the one
corresponding to G2 in Table .. The coloring of all nodes is done according to the
community they belong to, and their size is proportional to their degree.

75






5. Betweenness as the driving force behind
social networks emergence and evolution

Existing models of social network topologies are based on the principle of degree-driven preferential
attachment. However, by using a precise fidelity metric, I argue that a paramount feature of realis-
tic social network topologies is that both node and link betweenness need to be power-law distributed.
As a second theoretical contribution, my analysis reveals that, in real-world social networks, the link
weights are correlated with nodes betweenness. Consequently, I propose a new social network model
and generation algorithm driven by the principle of node-betweenness preferential attachment. The ex-
perimental results show that my betweenness preferential attachment (BPA) algorithm is more accurate
than the state-of-the-art models. Indeed, besides reproducing the power-law distribution of node and
link betweennesses, my generation algorithm makes all other social network parameters and centrali-
ties fall into place naturally within the validated realistic thresholds. Finally, in this chapter I propose a
new socio-psychological interpretation which transcends the mere topological view by offering a deeper
understanding of how the social ties evolve and develop. Taken together, these three contributions rep-
resent a major step towards a deeper understanding of mechanisms behind social network emergence
and evolution.

“Imagination is more important than knowledge.”

X Albert Einstein
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5.1. Motivation

Despite the widespread occurrence of the normal (Gaussian) distribution in nature, many social, bi-
ological, as well as technological networks can be described by a power-law (Zipf) distribution of
nodes degree [27€]. Therefore, the Barabasi-Albert (BA) model, based on the degree-driven prefer-
ential attachment (i.e. the “rich gets richer” principle), has been proposed to model such networks
[25]. Still, it was argued that using the BA model to describe or analyze social networks can be cum-
bersome or even inappropriate [6]. This is because a node degree driven model may not be a good
predictor of how people connect and how their social ties evolve [6, 47, [I]. The most compelling
arguments are:

« People are physically and psychologically limited to a maximum number of real-world friend-
ships, namely there is a maximum degree to be reached [79, 45]. However, in the BA model
there is no upper limit for nodes degree.

« People have weighted relationships, that is, not all friends are equally important. Studies have
actually shown that the average person knows roughly 350 persons, can actively befriend no
more than 150 people (Dunbar’s number) [79], but actually has only a few very strong ties
[148]. Obviously, the distribution of weights in one’s ego-network affects the evolution of social
networks in a significant manner.

Starting from these overarching ideas, this contribution presents a systematic approach that can ex-
plain the formation of realistic social networks, underpinned by the pivotal role of node between-
ness [264]. Indeed, while existing literature provides only some case studies on the importance of
betweenness [[160, 1], my main objective is to define an accurate social network topological model
based on:

1. Introducing a new betweenness preferential attachment (BPA) algorithm that employs the
betweenness-driven preferential attachment mechanism and node betweenness - link weight
type of correlations.

2. Providing a socio-psychological interpretation of betweenness centrality’s role; this offers a
deeper understanding on social networks evolution and development.

As a result, it is found that:

« The synthetic topologies generated with BPA have a much higher fidelity towards reproducing
the real-world social networks compared to previous models reported in the literature.

« Although the newly proposed algorithm uses only node betweenness for ties formation and
links weight allocation, all other social network parameters and centralities fall into place nat-
urally within the validated realistic thresholds [257].

5.2. Background

In my representation, a social network is a graph G = (V, E) with nodes v € V (individuals,
agents) and edges e € E (relationships, friendships), that can be directed and weighted to represent
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relationships among various individuals, according to a real social structure. The role of such a graph
is to help us get insight on how relationships evolve and how information is passed within the society,
as determined by the social interactions among people [276, 82].

This section describes the state-of-the-art models for social networks representation, along with
their defining topological features [[I0, 276]. Therefore, I rely on the most relevant network parame-
ters such as average path length (L), clustering coefficient (C'C'), modularity (M od), density (Dns),
diameter (Dmt), as well as the most important centralities like degree, betweenness, closeness, and
eigenvector centrality [276, 203, 205, [150].

Extensive empirical research has defined three fundamental features of real-world social networks,
namely the small-world effect[246, 281], the scale free property [25, 27€], and the emergence of com-
munity structures [202, 91]. Recent research aimed at improving the accuracy of social network
topologies mainly consists of attempting to combine the properties from the two previously described
fundamental models with empirical data gathered from various contexts. As such, there exist pro-
posals which either add the small-world property to scale-free models [123, 96, 16€] or approaches
that add power-law distribution to small-worlds [135, 57, 274, 296].

In this study, I rely on the Watts-Strogatz model with degree distribution (WSDD) is designed by
creating a small world topology (short average path length L and high clustering coefficient CC),
and then modifying the degree distribution of nodes, from normal into a power law [57]. Cellu-
lar networks have been proposed as a response to the need for large-scale multi-agent simulations
[263], and are based on the observation of covert networks like terrorist organizations. Cellular net-
works consist of an arbitrary number of normally-distributed sized cells, having a high clustering,
in which a node is chosen as the cell leader. The cells are interconnected only through their leaders,
and have a high tolerance to attack and infiltration. Further models exist that extend the conclusions
of Milgram’s experiment [[[87]. For instance, the static-geographic model [[[54] generates a network
in which links are added between nodes by taking the actual spatial distance into consideration: the
greater the distance, the lower the wiring probability.

5.3. Dataset analysis

In this section, I analyze diverse data sets available from online social networks, namely Facebook,
Twitter and Google Plus friendship networks. Prior studies confirm that data mining from sources
such as Facebook is reliable for realistic social network research [[125, 91]. Another reference also
indicates a strong correlation between the real world social capital and virtual friendships of people
[268]. This conclusion is also supported by my own previous studies of Facebook datasets [257].

I argue that considering link weights is paramount for defining realistic social network models.
On the other hand, because the availability of weighted social network datasets is still problematic, I
present real-life social network parameters both in unweighted and weighted contexts. This way, Iam
still able to underline the characteristics which act as a “signature” in differentiating social networks
from other types of complex networks.

5.3.1. Unweighted social network parameters

I use the Facebook data sets to study the distribution of other relevant centralities: eigenvector, pager-
ank, and betweenness (Figure b.1). Node betweenness is therefore defined as:
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5. Betweenness as the driving force behind social networks emergence and evolution

b(v) =) UZS}) (5.1)

where i # j # v, 0y; is the total number of shortest paths from node ¢ to node j, and o;;(v) is the
number of those paths that pass through node v 1[94, 203] .

Figures b.Ta-c show specific power-law distributions for degree, eigenvector, and betweenness. On
the other hand, the closeness centrality (Figure 5.]d) has a normal distribution with a clear cut-off
on the right side.

In order to present an illustrative example of how betweenness is distributed in real-world net-
works, I present the Jazz musicians collaboration network, which consists of 198 nodes and 2742
edges [48]. This network (see Figure p.Tle) represents the professional collaboration of many Jazz
musicians throughout their career, linking two musicians (i.e. nodes) if they have collaborated at
least once in the past. Even though the analyzed networks are not weighted, I find that the power-
law distribution of betweenness is a naturally occurring pattern in many real world networks which
involve a social relationship.

5.3.2. Weighted social networks characteristics

When assuming that the social network links are weighted in accordance to the strength of the social
ties among different people, a very important aspect is the distribution of these weights. Most current
research on social topics like opinion dynamics [291, 4], influence mining [[128], political preferences
[214, [07] is based on unweighted data; however, I have gathered a collection of diverse weighted
social networks in order to study the distribution of weights and their correlation to the degree and
betweenness distributions.

For instance, I consider the Les Miserables co-appearance network [[[47] with 77 nodes (nodes
are characters; edge weights are number of co-appearances of two characters in the same scene), an
online social network [211] with 1899 nodes (nodes are users, while edge weights represent number
of online interactions), and a large Twitter network of 37,366 nodes [290] (nodes are users, edge
weights are number of retweets between users).

Edge and node related betweenness distributions

Using the graph visualization tool Gephi [30], I show that the empirical social networks are charac-
terized by a power-law distribution of their weights (see Figure f.%a-c). Furthermore, as also revealed
by the analysis of unweighted social networks, the betweenness centrality seems to share a similar
type of power-law variation, but with a clear cut-off value. This aspect is shown in Figure p.2d-f. Ac-
cording to the organization of nodes, the edge betweenness follows a similar power-law distribution,
as depicted in Figure b.2g-i.

!"The same rationale can be applied for link betweenness.
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Figure 5.1.: a. Degree distribution for one representative Facebook network; the power law distribu-
tion of degrees is representative for such social networks, i.e. most persons have a low
degree (left side), some persons have a moderately high degree (middle section), while
only a few people have a very high degree (right side). b. Eigenvector centrality dis-
tribution for the same Facebook network; this metric shows a power law distribution,
a specific feature of social networks [159]. c. Betweenness centrality in the Facebook
network showing a power law distribution. d. Closeness centrality distribution a rep-
resentative Facebook network which follows a particular Gaussian distribution with a
cutoff value of 0.5; this is an empirically observed feature for friendship networks [260].
e. Illustrative example of a collaborative social network (Jazz musicians network [48])
which is characterized by a power-law distribution of betweenness.
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Figure 5.2.: Power-law distributions in log-log scale of: edge weights (a), node (d) and edge (g) be-
tweenness in the Les Miserables actor network [[147]; edge weights (b), node (e) and edge
(h) betweenness in a Twitter network [157]; and edge weights (c), node (f) and edge (i)
betweenness in an online social network [211].
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Node betweenness - edge weight correlation

In order to investigate if there is a correlation between centralities distributions and the edge weights,
the first step consists of filtering out all edges with small weights from the initial network G. Filter-
ing means obtaining network G* by eliminating all disconnected nodes, and using their initially
measured betweenness to highlight the remaining nodes. Using this methodology, we are being left
with the top 10% of edges because of the power-law distribution of weights. Subsequently, I apply a
second filter by eliminating the nodes with low betweenness. Figure b.3b highlights the strong cor-
relation between nodes with high betweenness which are also linked through strong ties. The same
conclusions are reached for the online network in Figure 5.4b.

Node-edge quantitative correlations

Motivated by the visual interpretation in Figure 5.7, the second step is to quantitatively measure the
edge weight-node centrality and edge weight-edge centrality correlations. To this end, I define a
correlation function as:

o Definition 1 (Node fitness-edge weight correlation). Given a weighted graph G and a filtered
graph G* when only top 10% of the weighted edges are kept, the correlation function c between
the node fitness f and edge weight w is defined as:

ZvieG* f(vz)
ZujeG f(Uj)

Therefore, in Equation .7, the correlation is defined as the ratio between the sum of fitnesses of
each node v; from the filtered network G* and the sum of fitnesses of each node v; from the original
(unfiltered) network G. In my investigation, I consider the fitness f as either node degree or node
betweenness. Therefore, I measure the sum of all degree and all betweenness values for all nodes
in the original unfiltered network G, and then apply the mentioned methodology on the resulting
filtered network G*. The ratio between the remaining fitness and the initial total fitness represents
the resulting correlation.

The full results displayed in Table b.1] show the following correlations: edge weights — betweenness
centrality, and edge weights — degree centrality. All the empirical data sets show a (much) stronger
correlation to betweenness. The correlations are 80%, 65%, 67%, for Les Miserables, Twitter, and
online network, respectively. In contrast, the nodes degree yields a much lower correlation for the
same networks, respectively: 28%, 15%, and 8%.

By doing the same analysis for edge weight — edge betweenness correlation, I find that there is a
weak implication of both properties on the same edge. Namely, as this method of comparison can
be done directly - each edge has a weight and a fitness - I use the classic Pearson correlation and find
that there is a correlation of: 0.02 for Les Miserables, 0.01 for Twitter, and -0.063 for the online social
network.

c(f,w) = (5.2)

5.4. Betweenness preferential attachment (BPA)

Using this betweenness-driven perspective, I define now the preferential attachment model as a node
fitness for bridging with new nodes. Then, I propose a new fitness-based model which exploits the
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Figure 5.3.: Correlation between edge weights and node betweenness in the Les Miserables network
[147]. a. All 77 nodes (actors) from unfiltered network G have their color and size high-
lighting betweenness. b. The filtered network G* after keeping only the top 10% edges
(in terms of weight). All the remaining connected nodes in G* have high betweenness.

Figure 5.4.: Correlation between edge weights and node betweenness in the empirical weighted social
online network [211]. a. All 1899 nodes (online users) in the unfiltered network G,
which have their color and size highlighting betweenness. b. The corresponding filtered
network G* after keeping only the top 10% edges (in terms of weight). All remaining
nodes have high betweenness values.
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Table 5.1.: Correlation of degree centrality with edge weights, as well as correlation of betweenness
centrality with edge weights in complex networks: Les Miserables [147], a Twitter network,
and an online network [211]. The total fitness is obtained by summing up the fitnesses of
all nodes (e.g. degrees) in the initial graph G, while the filtered fitness is obtained by
summing up the fitnesses of the nodes remaining in G* after the filtering procedure, as
explained below and illustrated in Figures p.3, 5.4.

Filtered fitness Total fitness | Ratio Correlation

Les Miserables Betweenness 3850 4802 0801 — 80%
Degree 142 508 0279 — 28%

. Betweenness 0.009854 0.01512 0.652 — 65%

Twitter

Degree 9566 61672 0.155 — 15%

Online network Betweenness 2.49E+06 3.68E+06 0675 — 67%
Degree 3228 40592 0.079 — 8%

existing correlation of betweenness and edge weights.

5.4.1. Unweighted BPA model

Originally, the “rich gets richer” concept is based on the idea that the probability of a newly added
node to connect to an existing node is proportional to the degree of the target node [25, 10]. In this
section, I generalize this concept by using the more generic term of (node) fitness. Consequently, if
the fitness is considered to be based solely on node degree, then I obtain the original Barabasi-Albert
model.

In order to explore the extended node fitness concept, I can generate networks which use the fol-
lowing measures for fitness: degree (D), betweenness (B), eigenvector centrality (EC), closeness (C),
clustering coefficient (CC), as well as all combinations of two and three such measures. The BPA
model algorithm is formally defined as follows:

BPA Model Algorithm

1) Growth: Begin with an arbitrary connected graph G with V' nodes. At
every step, a new node w is introduced and connected to the v; (1 <7 <V
) existing nodes in G.

2) Preferential attachment: The probability p; that the new node v will be
connected to any of the existing nodes v; is proportional to the fitness f; of
node v;, so thatp; = fi/ > ; [j > where the sum is made over all nodes in
the graph.

Fitness f; can be a single node metric (e.g. degree, betweenness, clustering etc.) or a combination
of two or more such metrics. In the latter case, the fitness becomes an equally weighted composite
value, like e.g. f; = % fi/ + % Z, where fi/ and fl are two distinct node metrics.

Similar to the Barabasi-Albert model [25], the nodes with high fitness f; tend to become hubs and
thus increase their degree at a faster rate. However, as the BPA model focuses on betweenness, the
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initial hubs with high fitness will increase their degree, but this will trigger an increase in fitness of
other (new) nodes with a lower degree. My algorithm can generate situations where newly added
nodes are characterized by high fitness values; this is because they can create new shortcuts in the
graph, and thus become new social hubs.

5.4.2. Weighted BPA model

Following the observations presented in Section weighted social networks characteristics, and after
assessing the power of betweenness in an unweighted context, I set out to recreate a betweenness-
fitness (B-fitness) model consisting of the empirically observed patterns. Namely, I add power-law
distributed weights on those edges that are adjacent to nodes with higher fitness. As such, I try to
correlate the observed match between weights and betweenness centrality. The algorithm for edge
weight assignment according to the power-law fitness-weight correlation is presented as follows:

Dynamic Weighted BPA Model Algorithm (DWBPA)

1) Redistribute graph weights: Begin with an arbitrary connected graph G
with V' nodes and bidirectional edges. A weight w;; is added on all directed
edges ¢;; in the graph, so that w;; is proportional to fitness f; of the target
node v;. For each node v;, all existing weights w;; are normalized so that
the outgoing weighted degree is 1.

2) Growth: At every step, a new node vy, is introduced and connected to v;
(1 <% < V) existing nodes in GG. The probability p; that vy, is connected
to any of the existing nodes v; is proportional to its fitness f;, so that p; =
fi/ 3= fj> where the sum is made over all nodes in the graph.

3) Dynamic redistribution: Once a new node vy, is connected to an existing
node v;, weights wy; and w;, are initialized with the normalized fitnesses f;
and f, respectively. As the weighted outgoing degree of node v; increases by
W, every other weight w;; is rescaled with —wjy, /n, where n is the previous
number of neighbors of node v;.

Edge weights are updated in time, and whenever a weight decreases below 0, the edge is removed
from the graph. The explained steps are illustrated in Figure .5, where a new edge with weight w;_~
is added from node 1 to node 7; this results in the rescaling of all edges from node 1 to the neighboring
nodes 2, 3, 4, and 5 with —w;_7/4.

5.5. Social network model assessment

Measuring the similarity between the social network models and real-world social networks is es-
sential to correctly assess the state-of-the art synthetic topological models, as well as my proposed
model. However, this job becomes rather complex, as it has to take into account all the relevant met-
rics [276,260]. To this end, I use the network fidelity metric ¢ (phi); this metric was first introduced
in [257], and has already been used for the analysis of other empirical datasets [29, 260]. A thorough
description of this metric is presented in the supporting information section S1.
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Figure 5.5.: Dynamic weights redistribution for the BPA growth algorithm. When a new edge (red) is
added between nodes 1 and 7, it is assigned a weight (w;_7) that must be proportionally
subtracted from the other neighbors of node 1 (w1_7/4). If an edge weight falls below 0,
it is removed. The sum of weights for all outgoing edges of a node is always 1.

5.5.1. Real-world reference models

The analyzed data is obtained from the Stanford Large Dataset Collection [I57], from H. Makse’s
dataset collection [271]], as well as from my own Facebook data collection with over 100 different
networks. Therefore, I rely on a diverse range of networks; I use a number of 100 Facebook datasets,
with sizes ranging from 150 to 63,000 nodes, 10 Google Plus networks with a maximum size of 1600
nodes, one Twitter network of 35,000 nodes, two Slashdot networks (editor evaluated technology
related news) of roughly 80,000 nodes, one Epinions network (who-trusts-who online social network)
of 75,000 nodes, and a very large Pokec network (Slovakian social network) of 1.6 million nodes.
Measuring the representative graph metrics over the acquired data gives conclusive results for av-
erage degree (AD), average path length (L), average clustering coefficient (CC), modularity (Mod),
network diameter (Dmt), and network density (Dns) [257, 260]. Regardless of network size, the mea-
surements of all metrics for my Facebook datasets fall within representative intervals [260], with the
mean specific values given in Table f.2. Even though few systems are more diverse than the social
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5. Betweenness as the driving force behind social networks emergence and evolution

networks of humans, I can conclude that there is an underlying pattern in which all these networks
fall. The same conclusions are observed with Twitter and Google Plus networks.

Table 5.2.: Specific values for average degree (AD), average path length (L), average clustering coef-
ficient (CC), modularity (Mod), diameter (Dmt), and density (Dns) averaged for each of
the 6 data sets: Facebook, Google Plus, Twitter, Slashdot, Epinions, and Pokec.

AD L CC Mod Dmt Dns

Facebook | 19.82 2481 0.266 0468 8.5 0.05

Google Plus | 12.15 39 0404 0.44 12 0.035

Twitter 1239 2.685 0.239 0.28 7 0.054
Slashdot 23.08 4.7 0.092 0343 11 0
Epinions 13.41 5 0.261 0445 14 0

Pokec 1875 52 0109 0.3 11 0

5.5.2. Assessing state-of-the-art models

Out of mentioned state-of-the-art networks in the Background section, I have chosen five models to
use in my further discussion: geographic (regular mesh topology), small-world, scale-free, WSDD
and cellular. The motivation for this choice lies within the topological diversity of each: the first
three are fundamental models for network science, while the latter two combine properties of the the
previous.

I start by generating a 10,000 node representative network for each of the main five models?, and
present the resulting graph metrics in Table p.3. I need these parameters to compare the state-of-
the-art social network models with the real-world datasets. The measured fidelity ¢ towards the
real-world datasets of these synthetic models quantifies their accuracy in modeling realistic social
networks. This way, I also create a comparison basis for my betweenness-centric model in terms of
fidelity towards the real-world datasets.

The fidelity results relative to real-life social networks are presented in Table 5.4. Upon inspection,
I learn that the fidelity achieved by the Barabasi-Albert model towards the empirical social networks
it should approximate is quite low. Therefore, preferential attachment based on node degree (as node
fitness) is not very effective in creating realistic social network models. This conclusion is also sug-
gested by Abbasi et al. [[I]], Adamic and Huberman [[126, 6], and it also extends to all other previous
models (small-world, cellular, geographic, WSDD). Indeed, none of these social network (synthetic)
models are able to accurately replicate the distinctive characteristics of real-world social networks.
As revealed by my dataset analysis, these relevant characteristics are determined by the fact that node
betweenness is power-law distributed and correlated with link weights. Moreover, the existing mod-
els do not account for edge weights and their power-law distribution, which is of major significance
for the accuracy of social network analysis.

*The algorithms for generating all the analyzed networks have been implemented as Gephi plug-ins by the authors.
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Table 5.3.: The basic metrics for five representative social network models. The numerical values for
average degree (AD), average path length (L), average clustering coeflicient (CC), modu-
larity (Mod), diameter (Dmt), and density (Dns) are measured on the synthetically gen-
erated networks: small-world, scale-free, cellular, static-geographic, and Watts-Strogatz
model with degree distribution. The size of each network is 10,000 nodes.

AD L cC Mod Dmt Dns
S-World 3.99 5.61 0.321 0.73 11 0.005
S-Free 3.12 4.60 0.015 0.62 10 0.003
Cellular 11.39 3.79 0.599 0.91 7 0.02
Geographic 6.63 3.34 0.065 0.52 8 0.013
WSDD 21.58 4.59 0.738 0.9 9 0.041

Table 5.4.: Networks fidelity ¢ of the synthetic networks towards the six empirical social network
models: ©rp, oW, Ycap> YSL. PEP> YprK- A higher p-value means a higher fidelity
towards the reference empirical model (¢ — 1), while a lower value means more dissim-
ilarity (¢ — 0).

Model Facebook Twitter Google Plus Slashdot Epinions Pokec

Fidelity VFB oTW oap PSIL, YEP PPK
S-World 0.628 0.561 0.698 0.628 0.745 0.647
S-Free 0.619 0.556 0.67 0.706 0.7 0.676
Cellular 0.632 0.659 0.746 0.553 0.653 0.55
Geographic 0.722 0.674 0.719 0.715 0.708 0.684
WSDD 0.688 0.563 0.684 0.653 0.626 0.618

5.5.3. Assessing the realism of BPA and DWBPA
BPA results for simple fitness

In order to obtain the results in Table p.5, I have generated five synthetic scale-free networks using
the BPA algorithm, with the fitnesses based on degree, betweenness, eigenvector, closeness, and clus-
tering coefficient. Each result column in Table f.5 represents the averaged values for these synthetic
networks. Since the average size of my empirical datasets is in the order of thousands, I also generate
10,000-node scale-free networks, the same size as the state of the art models in Table p.3. However,
to extend my observations, I validate these measurements on larger networks, ranging up to 100,000
nodes.

The same six graph metrics are measured on all generated networks: AD, L, CC, M od, Dmt, and
Dns, but I express the fidelity in terms of the most relevant metrics: L, C'C, and Mod. The inter-
pretation of the results is facilitated through the fidelity metric as I compare each resulting column
to Facebook (¢ rp), Twitter (o7 ), and Google Plus (¢ p) empirical references.

Asit canbe observed in Table .5, using betweenness as a fitness function recreates the most faithful
social model, with ¢ pp = 0.83. The other fitnesses prove to create much less accurate models, with
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5. Betweenness as the driving force behind social networks emergence and evolution

Table 5.5.: Experimental values for average degree (AD), average path length (L), average cluster-
ing coefficient (CC), modularity (Mod), diameter (Dmt), and density (Dns) obtained for
synthetically generated scale-free networks using five different fitnesses: degree (D), be-
tweenness (B), eigenvector centrality (EC), closeness (C), clustering coefficient (CC). The
bottom lines contain the fidelity of each model towards the empirical Facebook, Twitter,
and Google Plus references (¢ rp, 1w, and g p respectively) using L, CC an Mod as
comparison criteria.

D B EC C CcC
AD | 3.128 2948 3.044 3.032 3.156
L 4311 3.256 4.124 5.623 3.865
CcC 0.03 0.253 0.025 0.006 0.008
Mod | 0.604 0.592 0.613 0.621 0.588
Dmt 9 6 9 13 9
Dns | 0.006 0.006 0.006 0.006 0.006
eorp | 0.656 0.83 0.658 0.584 0.671
erw | 0.539 0.747 0.545 0.478 0.559
pagp | 0717 0776 0.726 0.635 0.748

fidelities around 60-65% in the case of the Facebook model. The other empirical reference models
merely strengthen the same observation, with the B-model being roughly 30% more similar to the
empirical references than the other metrics used as fitness. Upon a careful inspection, I note that
the B-fitness (i.e. betweenness-based fitness) model is the only one to also optimize the clustering
coeflicient. To uphold the numerical results for the B-fitness model of 10,000 nodes from Table p.5,
I show in Table f.6 how the high fidelity scales with increasing network size. To that end, Table p.4
contains fidelity results for B-fitness networks of sizes 10,000-100,000.

Because all six empirical models prove the same conclusion, and because of the wider acceptance of
the Facebook model as being a realistic replica of real-world social networks [[125], I further compare
my synthetic results with the real-world FB datasets solely.

Table 5.6.: Fidelity of proposed unweighted model (BPA) for network sizes: 1,000-100,000 nodes.
The proposed model is compared against the Facebook (¢rp), Twitter (7w ), Google
Plus (¢gp), Slashdot (¢gr,), Epinions (pgp), and Pokec (¢pr) unweighted networks.
The fidelity is calculated by taking into consideration the three columns: L, CC and Mod.

AD L CC  Mod Dmt Dns | ppp  PTW @GP | SL _PEP PPK

BPA-1K 2.948 3.256 0.253 0.592 6 0.006 | 0.83 0.75 0.78 | 0.57 0.82 0.55
BPA-10K | 3.724 4385 0.181 0.757 8 0 0.65 0.60 0.70 | 0.63 0.75 0.62
BPA-50K | 3.382 6.203 0.168 0.785 8 0 058 052 0.61 | 0.58 0.70 0.62
BPA-100K | 1.902 24.923 0.167 0.788 8 0 047 041 045 | 039 050 041
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BPA results for complex fitness

The results corresponding to other synthetically-generated scale-free networks using combinations
of two fitnesses (D-B, D-EC, D-C etc.) and three fitnesses (D-B-EC, D-B-C etc.) are shown in Tables
F.7and p.§ respectively. By inspecting the results for single fitness and composite fitness I strengthen
my claim: the model which uses betweenness as a fitness function is the most accurate (Table b.5, in
bold), and the most faithful in terms of . When analyzing the composite fitness scenarios only, I
find that the highest yielded fidelities correspond to the combinations in which betweenness is used
(bolded values in Tables p.7 and p.§); while all other cases decrease fidelity.

Table 5.7.: Experimental values for graph metrics obtained for synthetically generated scale-free net-
works using composite fitnesses based on two metrics with equal weights (50-50%): D-B
(degree-betweenness), D-EC (degree-eigenvector centrality) etc., using all combinations
with similar notations. The bottom line contains the fidelity of each model towards the
empirical Facebook reference using L, CC an Mod as comparison criteria; the highest fi-
delity values are bolded.

D B EC C
B EC C cC EC C cC C cC cC
AD | 3.028 3.076 3.104 3.224 | 3.1 3.052 3.1 3.128 3.08 | 3.08
L 3.667 4.401 5.059 4.053 | 3.723 4.589 3.735 | 4.771 4.095 | 4.384
CC | 0.113 0.029 0.021 0.01 | 0.098 0.012 0.018 | 0.014 0.008 | 0.002
Mod | 0.604 0.616 0.615 0.582 | 0.604 0.613 0.59 | 0.601 0.607 | 0.603
Dmt 8 9 11 8 8 11 7 12 8 10
Dns | 0.006 0.006 0.006 0.006 | 0.006 0.006 0.006 | 0.006 0.006 | 0.006
%) 0.695 0.617 0.59 0.641 | 0.684 0.605 0.658 | 0.604 0.628 | 0.614

The presented synthetic results strengthen the claim that betweenness alone is the key factor to re-
alistic modeling of social emergence in social networks. The visualizations for the obtained synthetic
networks are given in Figure b.6. This visual rendering illustrates that the B-fitness network has local
clustering as well as assortativity between the important nodes, unlike the other three networks.

The high fidelity of the B-fitness model, and of all models involving betweenness, show that there
is an inherent pattern of natural metric-alignment, as all other synthetic network metrics fall within
their realistic thresholds. This effect is not visible for any other single-metric-fitness model, nor is
it that obvious for multiple-metrics-fitness models. Betweenness alone proves to be the sufficient
requirement to model and generate realistic social networks.

DWBPA results

By applying the dynamic weighted algorithm, I generate synthetic weighted networks based on BPA.
Table p.9 shows representative values for the synthetic model, the Facebook reference, and the Les
Miserables weighted network. As can be seen, the fidelities are increased even further, reaching a
93% in the case of the second empirical network reference. To validate my results, I extend the same
analysis on DWBPA networks of 10,000 - 100,000 nodes (see Table 5.9). Due to the larger sizes, the
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Figure 5.6.: Unweighted scale-free networks synthetically generated using four different centrality
measures as node fitness for preferential attachment: degree, betweenness, eigencentral-
ity, and closeness, along with the corresponding fidelity values towards Facebook em-
pirical reference. The nodes are colored and sized proportionally to their fitness in each

respective network.
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5.5. Social network model assessment

Table 5.8.: Experimental values for graph metrics obtained for synthetically generated scale-free
networks using composite fitnesses based on three metrics with equal weights (33-33-
33%): D-B-EC (degree-betweenness-eigenvector centrality), D-B-C (degree-betweenness-
closeness) etc., using the introduced notations. The bottom line contains the fidelity of
each model towards the empirical Facebook reference using L, CC an Mod as comparison
criteria. The highest fidelity values are bolded.

D B EC

B EC C EC C C
EC | ¢ | cc| c | cc cc| Cc | cc cc | cc
AD | 314 31 3128 328 2992 3204|3164 3.128 3.188 | 3.128
L | 3884 4234 3938 4535 4275 4446 | 4245 3.856 4.039 | 4.447
CC | 0.064 0.035 0.015 0.007 0.007 0.003 | 0.025 0.009 0.009 | 0.003
Mod | 0.595 0.607 059 0582 0.625 0.589 | 0.595 0.589 0.579 | 0.603
Dmt | 8 9 9 10 9 10 9 7 9 11
Dns | 0.006  0.006 0.006 0.006 0.006 0.006 | 0.006 0.006 0.006 | 0.006
¢ | 0664 063 0646 0.619 0612 0.618 | 0.631 0.649 0.643 | 0.612

fidelities decrease proportionally, from 93% to 67% (100K nodes), compared to Les Miserables. The
respective fidelity results from Table p.9 demonstrate the increase in realism of my model compared
to the existing models in literature, shown in Table 5.4.

Table 5.9.: Fidelity of proposed model with power-law distributed weights correlated with high fit-
ness nodes (DWBPA) for network sizes: 1,000-100,000 nodes. The proposed model is
compared against the Facebook reference model and (¢ p) the Les Miserables (¢ resnr)
and Twitter (¢7y) weighted networks. The fidelity is calculated by taking into consider-
ation the three columns: L, CC and Mod.

AD L CC Mod Dmt Dns | o PLesM PTW
DWBPA-1K 7.06 219 0.275 0.547 4 0.071 | 0.90 0.93 0.74
DWBPA-10K | 8.33 329 0.254 0.514 0.001 | 0.87 0.87 0.77
DWBPA-50K | 8.71 4.507 0.249 0.556 0 0.78 0.82 0.68

DWBPA-100K | 8.74 18.66 0.249 0.571 0 0.63 0.67 0.53

Les Miserables | 3.3 2.641 0.287 0.565 0.087

7
9
7
5

Having illustrated the increase in realism brought by correlating node betweenness with edge
weights, I further illustrate the situation in which edges are artificially weighted using other distribu-
tions than power-law. I believe it is paramount to prove that power-law distribution of edges weights
is what best corresponds to real world social networks. Towards this end, I consider three different
scenarios of placing weights on these edges:

« Unweighted (all weights = 1, uniform distribution): similar to most state of the art research,
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Figure 5.7.: Scale-free networks with B-fitness using three weight models: no weights (uniform), nor-
mal distributed, and power-law, along with corresponding fidelity values towards the
Facebook empirical reference. The nodes are colored and sized proportional to their
betweenness in each network.

which lacks realistic accuracys;
« Randomly placed and normally distributed weights (0 <weights < 1, mean weight = 0.5);

« Randomly placed and power-law distributed weights (0 < weights < 1, mostly small weights,
with very few large weights).

Figure p.7 displays the graphical results for the three described scenarios. From left to right, the
unweighted model has the already measured fidelity ¢ = 0.83, the normal-distributed model has a
lower fidelity of ¢ = 0.79, and the power-law model has the best fidelity of ¢ = 0.90 towards the
Facebook empirical reference. Although the differences in fidelity may not seem significant, they are
well outside the noise margin [260].

The weighted model is compared to both the Les Miserables weighted and Facebook unweighted
references. I bring together the unweighted and weighted networks in order to prove the leap in
realism granted by adding weights properly. Indeed, this is the limitation of most state-of-the-art
studies which consider unweighted social networks. This proves that not only normal-distributed
edge weights are non-realistic for social networks, but they also lower the realism of the model in
terms of fidelity ¢. Having a normal distribution of weights balances out the preferential attachment
that lies underneath the network. Second, even if the placement is not correlated with node between-
ness (i.e. random), adding power-law distributed weights to edges increases fidelity by 7%, up to a
significant 90% when compared to the Facebook model.

5.5.4. Summary of experimental results

To summarize the experimental procedure of my study, I revisit its main results:

94



5.6. Socio-psychological interpretation

« Starting from the current state of the art, I compute the fidelity of the Barabasi-Albert scale-free
model ¢ = 0.65, in comparison with the Facebook model.

o Ithenintroduce the BPA model based on betweenness preferential attachment which increases
the fidelity to ¢ = 0.83; applying this model to a power-law distributed weighted network
further increases the fidelity to ¢ = 0.90.

« Finally, by adding an algorithm for dynamic correlation between the node fitness (between-
ness) and adjacent edge weights, I can improve the fidelity of the proposed DWBPA synthetic
model to ¢ = 0.93.

Putting it all together, by distributing and correlating the node fitness and edge weights though
power-law preferential attachment, the increases in realism compared to the Barabasi- Albert model
are +46%, +33%, +12% in terms of network fidelity relative to the Facebook, Twitter, respectively
Google Plus empirical models.

5.6. Socio-psychological interpretation

The results from the previous section indicate that my BPA algorithms provide a much more accurate
social network topological model, in comparison with the state-of-the-art models. However, I believe
that the weighted and betweenness-driven preferential attachment approach transcends the mere
topological view of the problem.

To get to the bottom of this, from a social standpoint, I need to address two aspects regarding
the social network evolution. First, every person has weighted ties, with stronger ties being more
influential than the weaker ones. Two natural questions to ask are how do the tie strengths get as-
signed to newly emerging ties, and how do tie strengths evolve over time? Second, everyone needs
social recognition as we strive for status in our lives. The naturally emerging question is with whom,
conscientiously or subconsciously, do we prefer to interact as we continuously want to improve our
social status?

The answers to these questions come from social networks analysis and social psychology studies,
where people are perceived as social creatures who strive for social recognition, validation, approval
and fame [221, 5, 59, 154, [184]. Thus people tend to connect to two types of individuals: Popular
people in their communities (i.e. typically they have high degree centrality), and influential persons
who can bring people across communities together (i.e. high betweenness). While the first type of
interconnection is related to the popularity of individuals within delimited communities, it appears
to be a side-effect of the more important (second) type of interconnectivity.

State of the art has previously identified that social networks have apparent (degree) assortative
mixing, while, on the other hand, technological and biological networks all appear to be disassor-
tative in nature [[184, [38]. The study in [138] explains that this is because most networks have a
tendency to evolve, unless otherwise constrained, towards their maximum entropy state — which is
usually disassortative. A similar debate was introduced by Borondo et al. based on the concepts of
meritocracy versus topocracy [44]. The authors discuss the critical point at which value in society
changes from being based on personal merit, to being based on social position, status, and acquain-
tances. My perspective on this issue concerns the balance between friends with less influence and
ones with more influence than us; this translates into betweenness assortativity. Indeed, connecting
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to persons with high betweenness and increasing our tie strength with them (through, say, a stable
social relationship), we ourselves become, in turn, more influential bridges in social lives. This prop-
agation of influence determines other persons, with lower betweenness, to interact with us and direct
more tie strength towards us. I argue that there is a critical point at which we switch from being pre-
dominantly initiators of favorable social ties to becoming predominantly receivers of ties that favor
both us and the initiator.

Towards this end, I introduce and further discuss the concept of social evolution cycle, which
is based on betweenness preferential attachment and betweenness assortativity. Moreover, I con-
sider this to be a true fingerprint of all social networks. This overarching concept differs from the
state of the art because it revolves around betweenness assortativity rather than degree assortativity
(184, 52, 220, [38, 297]. As a consequence, my perspective can be interpreted as a model in which
social agents become more influential over time by increasing their own betweenness; indeed as they
bridge the newly found communities with their own communities, they act as initial social hubs in
communication. The exhibition of one social agent’s desire to increase its betweenness is two-fold:
it attracts new ties (i.e. increase in degree), and it creates stronger ties (i.e. edge weight); this process
continues for the next generation of aspirants to climb on the social ladder.

These principles are illustrated in Figures f.§ and p.9. Figure f.§ portrays the two options a social
agent has in its goal to improve the social status. I consider that initiating contact with more influ-
ential agents leads to an increase in influence, which is followed by a natural increase in tie strengths
- and not the other way around. This process is detailed and explained in Figure .9.

Increase tie . Become
strengths influential

Social agent

Become Increase tie
influential strengths

~

Figure 5.8.: One of the two envisioned ways for a social agent to increase its status. The first choice
(depicted in red) relies on forcing tie strengths to increase first, then followed by an in-
crease in influence. The second choice (depicted in green) relies on increasing one’s influ-
ence, which will in turn trigger an increase in tie strengths. I consider the second choice
as the plausible social process.

5.7. Conclusion

In this chapter, I have shown that betweenness preferential attachment is a fundamental concept in
understanding the emergence of social networks; indeed, betweenness it is the main driving force be-
hind how people interact, create new social bonds, and evolve their social status. My comprehensive
social network analysis, based on fidelity assessments, has found that in real-world social networks
weights and betweenness are both power-law distributed and also interdependent. Finally, I have
shown that betweenness implies the formation of strong ties around the influential nodes.
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Figure 5.9.: An intuitive explanation of the social evolution cycle. All nodes are colored and sized
proportional to their betweenness centrality (influence). a. A non-influential actor (gray)
initiates social contact with other actors equal or more influential than himself. b. This
action leads to a natural increase in influence (betweenness). c¢. Other nodes with less
influence start connecting to the initial node. At this point, the initial node has become
a predominant receiver of ties.

Based on my observations, betweenness centrality can be considered as a fitness function for ex-
plaining evolvable social ties. My results represent an important step towards modeling and under-
standing the fundamental mechanism for the formation of social ties. I believe my work paves the
way towards a better understanding of the mechanisms that lie behind betweenness centrality and
social network dynamics.
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6. Tolerance-based interaction: A new model
targeting opinion formation and diffusion in
social networks

One of the main motivations behind social network analysis is the quest for understanding opinion for-
mation and diffusion. Previous models have limitations, as they typically assume opinion interaction
mechanisms based on thresholds which are either fixed or evolve according to a random process that is
external to the social agent. Indeed, my empirical analysis on large real-world datasets such as Twitter,
Meme Tracker, and Yelp, uncovers previously unaccounted for dynamic phenomena at population-level,
namely the existence of distinct opinion formation phases and social balancing. I also reveal that a phase
transition from an erratic behavior to social balancing can be triggered by network topology and by the
ratio of opinion sources. Consequently, in order to build a model that properly accounts for these phe-
nomena, I propose a new (individual-level) opinion interaction model based on tolerance. As opposed
to the existing opinion interaction models, the tolerance model assumes that individual’s inner willing-
ness to accept new opinions evolves over time according to basic human traits. Finally, by employing
discrete event simulation on diverse social network topologies, I validate my opinion interaction model
and show that, although the network size and opinion source ratio are important, the phase transition
to social balancing is mainly fostered by the democratic structure of the small-world topology.

“Quiet people have the loudest minds”

X Stephen Hawking
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6.1. Motivation

Social networks analysis is crucial to better understand our society, as it can help us observe and
evaluate various social behaviors at population level. In particular, understanding the social opinion
dynamics and personal opinion fluctuation [[128, 106, 101}, 267, 117, 62] play a major part in fields
like social psychology, philosophy, politics, marketing, finances and even warfare [82, 106, 217, 92].
Indeed, the dynamics of opinion fluctuation in a community can reflect the distribution of socially
influential people across that community [[142, 128, [93]; this is because the social influence is the
ability of individuals (agents) to influence others’ opinion in either one-on-one or group settings
(180, 276, B2, [182]. Without social influence, the society would have an erratic behavior which would
be hard to predict.

Existing studies on opinion formation and evolution [4, 292, 106, 101, 267, 62, 128, 112, 233] rely
on the contagion principle of opinion propagation. However, such studies offer limited predictability
and realism because they are generally based on opinion interaction models which use either fixed
thresholds [75, 133, 162, 54, 74], or thresholds evolving according to simple probabilistic processes
that are not driven by the internal state of the social agents [88, 76, [61] . To mitigate these limi-
tations, I reveal some dynamical features of opinion spreading that previous models fail to identify.
The consistent and recurring real-world observations are then explained by introducing a new social
interaction model which takes into account the evolution of individual’s inner state. I finally validate
the proposed model by analyzing empirical data from Twitter, MemeTracker and Yelp, and by using
my opinion dynamics simulation framework - SocialSim [253] - which includes multiple complex
topological models, as well as customizable opinion interaction and influence models. Consequently,
my main contributions are threefold:

1. Observations made on real-world datasets: I identify four distinct phases in opinion forma-
tion; this aspect is not captured by the existing models [248, 162, 4, 55, 112, 88] although pre-
vious research [[124] notices that there are some stages of opinion evolution. The succession of
opinion formation phases is critical to the social balancing phenomenon (i.e. the general opin-
ion becomes stable despite constant local oscillations). I also identify a phase transition from
an unstable opinion to social balancing which is related to the dynamics of opinion formation
phases.

2. Modeling the opinion dynamics: I propose a new graph and threshold based interaction model
with stubborn agents [3] which is able to reproduce the phenomena that I observe in real-world
datasets. Inspired by social psychology, my new model assumes that individual’s willingness
to accept new opinions (i.e. tolerance) changes over time according to its inner state.

3. Simulating opinion dynamics: I provide new results that validate the newly proposed tolerance
model via my discrete-event simulator SocialSim [253]. The analysis I provide reveals the deep
connection between social balancing and the relevant parameters of social networks such as
network size, topology, and opinion source ratio (i.e. stubborn agents distribution) [4]; this
correlates well with my empirical observations on large social networks.

Taken together, these new contributions show that opinion dynamics in social networks exhibit spe-
cific patterns that are influenced by the network size and ratio of stubborn agents (which I consider to
be opinion sources), but are mostly dependent on the underlying network topology. Consequently,
my findings can be used to improve the understanding and predictability of social dynamics.
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6.2. Results

6.2.1. Opinion formation phases and social balancing

By analyzing data on opinion evolution using Twitter and MemeTracker hashtags, as well as user
reviews and votes for local businesses from Yelp, I identify unique temporal patterns in all these
datasets. Explaining and then modeling these patterns can improve our understanding of opinion
formation and diffusion in social networks.

Figurep.1| displays the popularity of six hashtags on MemeTracker and Twitter, expressed as posts/time
evolution (posts are replies and tweets). Based on the observed fluctuations, I identify the following
phases in opinion formation: an initiation phase (/) when new opinions are injected into the social
network and the number of replies starts to increase rapidly; a fusion phase (F') when the opinion
dynamics reaches a maximum and different opinions start to collide; a tolerance phase (7") which
represents a fluctuating yet convergent behavior; and, occasionally, an intolerance phase (7') when
the fluctuations of opinion decrease and converge towards zero. Based on network topology and/or
ratio of opinion sources, the diffusion process may reach the fourth phase of intolerance. Opinion
sources, or stubborn agents [3, 4], are agents within the social network (i.e. Twitter or Yelp users)
who try to instill a certain opinion by influencing their peers; they are represented by those people
within the network who hold strong opinions that do not change over time. The concentration of
opinion sources is expressed as their ratio relative to the entire population.

Additionally, the analysis of Twitter results in Figure p.Ib shows that tags 1-3 all exhibit a clear
F phase (first spike), then they enter a balanced oscillation (7" phase). This evidence supports the
empirical observation of a phenomenon that I call social balancing, i.e., oscillations at microscopic
scale of individuals opinion become stable and predictable at the macroscopic scale of the society. As
such, social balancing is defined as the succession of I — F' — T phases, whereas social imbalance
occurs if either the society does not reach T or, after reaching T', it decays into a T phase. For example,
tag 4 (#Iran) in Figure p.Ib has a shorter, more abrupt oscillation. In this case, I consider that the
number of opinion sources is not high enough (i.e. above a critical threshold) for social balancing
to happen. Tag 5 (#Haiti) has a longer F" phase because of the (probably) very high concentration of
opinion sources. Indeed, the 2010 Haiti earthquake was breaking news so there were many outbreaks
of opinion, scattered across the globe, resembling a random network topology of sources of opinion;
nonetheless, for tag 5 the society reaches social balance. Tag 6 is an example of social imbalance with
a decisive crystallization of just one opinion, as there is no 7" phase.
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Figure 6.1.: Opinion dynamics for six popular hashtags on: a. MemeTracker. Tags 1, 5, and 6 all
exhibit the fusion phase (F') (opinion spike), then they slowly converge towards intoler-
ance. Tags 2 and 4 have an initial spike before the F' phase and more oscillations after F'.
The tolerance phase is depicted in tag 2 as the oscillation exists, but it is balanced. Tag
3 exhibits a second spike after the F' phase, then enters the intolerance phase; as such,
social balancing does not occur in tag 3. b. Twitter. Tags 1, 2, 3 and 5 exhibit the fu-
sion phase F' (first opinion spike), then they oscillate during the tolerance phase keeping
social balance. Tags 4 and 6 show an example of convergence towards the intolerance
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It can be debated whether hashtag dynamics could be equated to opinions dynamics. People use
them driven by different forces, and many are not associated to changes of opinions or opinions for-
mation. Indeed, in the Twitter and MemeTracker the actual state of the society s cannot be deduced,
as the tweets are not processed (e.g. using sentiment analysis), so I interpret the number of replies as
a measure of opinion change: more replies means more opinion injected in the society. When previ-
ously unopinated people reply or retweet, they do so because they have reached a clear opinion on a
particular subject and they feel the need to express it by broadcasting the related story. The number
of replies (OY axis) at a given moment (OX axis) corresponds to users expressing (injecting) opin-
ion in the society. As such, the Twitter and MemeTracker datasets are supporting the observations
related to the opinion change w and not to those related to the opinion state s.

In case of the Yelp dataset, the state s is the current average number of stars awarded by users; it
represent the opinion towards a business. The variation of s between two time moments ¢ — 1 and
t is the opinion change w. This information can be found in Figures 6.4-6.6 for the experiments’
opinion change representation. As Yelp users are considered nodes in a social network, the opinion
dynamics on local businesses will be affected by the underlying social network links. The social agents
that influence opinion are linked and interact at least through the Yelp platform. Nonetheless, as Yelp
is well-known for hosting social events for reviewers, I believe that these social ties are even stronger.

Using the Yelp context, I explain how the opinion formation phases (/-initiation, F'-fusion, 7'
tolerance and T-intolerance) are detected. For each business, I have automatically detected all spikes
in the number of total votes (interpreted as opinion sources which never change their state, or stub-
born agents SA) and have corroborated these with the point at which the state (average stars) has
a variation of less than 1 star between maximum and minimum stars awarded. The reason behind
considering the variation interval is that 1 star is the psychological threshold represented by the unit
of measurement. Using an algorithmic explanation, I describe the pseudocode for detecting three
points of interest - A (start of convergence of state), B (spike in S'A concentration just before the
convergence of state), C (spike in opinion change just after the spike in S A).

Algorithm 6.1 Detecting B: start of convergence in stars on OX-axis.
findt g so that:

maximum (s(k))-minimum(s(k))< 1foralltp < k < t;ae
assignB(tp, s(tp))

Algorithm 6.2 Detecting A: spike in S'A just before convergence of stars.

findspike[ ] := list of all local maximums in the number of total votes
findspikelt 4] so that:

ta < tp (last spike before t )
assignA(ta, SA(ta))
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Algorithm 6.3 Detecting C: spike in opinion change just after spike in S'A.

findspike[ ] := list of all local maximums in the opinion change
findspike[t¢] so that:

tp < tc (first spike after t )
assignC'(tc, w(tc))

By automatically performing this methodology on all 2331 businesses, I find that the average dis-
tance between the closest spike on the time axis OX (point A in the example from Figure p.2) which
occurred before the convergence of stars (i.e. point B in Figure .7, where the variation of awarded
stars becomes lower than 1 star) is deon, = 4.131 time units. Distance don,$ is relatively small with
respect to the observation interval of 100 time units or days, suggesting the fact that spikes in SA
trigger a (shortly delayed) convergence of stars.

Further, I show that the spike in S A (point A) also triggers a maximum spike in the opinion change
(point C). By running this methodology on all businesses, I obtain an average distance between the
spike in S A and maximum spike in opinion change of d f,sion, = 4.828 time units. These statistical
results support the fact that spikes in SA trigger a maximum spike in opinion change.

Moreover, when I corroborate the average delays between the spike in S'A and spikes in stars and
opinion change, namely 4.131 and 4.828 time units, I can conclude that the convergence of opinion
and the fusion phase are distanced, on average, by only d,,, = 0.697 time units. Backed up by this
data, I can admit that the convergence of opinion (point B) and the triggering of the fusion phase
(point C) are closely correlated.

Inspired by a similar approach on Twitter data [[155], I have conducted a statistical analysis on
all three datasets. Using all datasets from Twitter (1000 hashtags), MemeTracker (1000 keywords)
and Yelp (2331 businesses) I have automatically detected the following characteristic phases in the
opinion dynamics:

1. Fusion (2"? phase) is the spike centered around the previously detected point C(t¢c, w(tc))
with t¢ being the time projection and w(t¢) the corresponding opinion change of point C.
For convenience, we will refer to the local spike in opinion change w(t¢) as fs (fusion spike).

2. Initiation (1% phase): starting from time k = 0 (on OX-axis), find 0 < k < t¢ so that
w(k) <0.5- fs ANDw(k+1) > 0.5 fs. In other words, time k represents the first point at
which the opinion change w exceeds 50% of the fusion spike fs. We have used this threshold
value because it represents the half amplitude of the fusion phase, which it precedes.

3. Intolerance (4" phase): starting from time k = t,,,4, (the highest registered time on the OY-
axis), find tc < k < tyqq so thatw(k) < 0.1+ fs ANDw(k — 1) > 0.1 fs. In other words,
time k represents the first point, from end to beginning of time, at which w exceeds 10% of the
fusion spike. We consider that a social network reaches intolerance if tolerance § < 0.1, so we
use the 10% threshold for opinion change. Any higher than 10%, and opinion change is still
in the tolerance phase, any lower, and opinion change is likely to converge towards 0.

4. Tolerance (3"¢ phase): starting from time k = ¢¢ + 1 (start of social balance), find t¢c < k <
timaz sO thatw(k) > 0.1- fs ANDw(k+1) < 0.1- fs (end of social balance). In other words,
time k represents the point at which w decreases below the 10% threshold which we consider
a transition into the intolerance phase.
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Figure 6.2.: Representative example for the evolution of reviews count and reviews votes for a popular
businesses on Yelp. The ratio of review votes with respect to the review count, represented
with the green line, is interpreted as stubborn agent S A (or opinion source) concentra-
tion. The average user defined popularity of the respective business over the same period
of time represents the state of the social network. Also, the variation of the stars (blue) is
represented with orange in the lower panel and it is interpreted as the participants opinion
change w. Point A depicts the S'A concentration which triggers the delayed convergence
in opinion (point B), and spike in opinion change (point C). In this example we have
A(OX=28), B(OX=33), C(0X=32),d; = 5, dy = 4.

105



6. Tolerance-based interaction: A new model targeting opinion formation and diffusion in social networks

The averages of opinion change obtained for each considered dataset and for each phase are the
following (their representation is given in Figure [p.3). Within square brackets are the minimum,
maximum and standard deviation for each statistical average:

o Twitter: Initiation starts at OX=0 and ends and OX=33 [0, 39, 9.06], and has an average am-
plitude OY=21% [0%, 49%, 5.08]. Fusion happens at OX=42 and has an amplitude of 100%
(i.e. it represents the maximum spike). Tolerance starts on average at OX=48 [43, end of time
series, 4.07], and has an average amplitude OY=44% [13%, 83%, 4.01]. Intolerance starts on
average at OX=68 [44, end of time series, 26.54], and has an average amplitude OY=5% [0%,
21%, 4.06].

o MemeTracker: Initiation starts at OX=0 and ends and OX=37 [0, 40, 6.24], and has an average
amplitude OY=13% [0%, 49%, 10.59]. Fusion happens at OX=42 and has an amplitude of 100%
(i.e. it represents the maximum spike). Tolerance starts on average at OX=50 [43, end of time
series, 4.88], and has an average amplitude OY=56% [45%, 97%, 3.90]. Intolerance starts on
average at OX=62 [44, end of time series, 17.95], and has an average amplitude OY=5% [2%,
20%, 3.74].

+ Yelp (all measurements are translated to the left on the time axis so that ¢t = 0 coincides with
the spike in S'A, namely point A): Initiation starts at OX=0 and ends and OX=2 [0, 6, 2.1], and
has an average amplitude OY=0.34 [0.1, 1.35, 0.14] stars. Fusion happens at OX=6 [3, 23] and
has an amplitude of OY=2.25 [0.93, 4.9] stars. Tolerance starts on average at OX=33 [15, 73],
and has an average amplitude OY=0.475 [0.275, 1.36] stars. Intolerance starts on average at
OX=77 [47, end of time series], and has an average amplitude OY=0.175 [0.095, 0.46] stars.

6.2.2. Phase transition

Apart from the quantitative measure of posts/time, I also consider the qualitative information from
Yelp submitted by votes to local businesses (Figure p.4a-c). With data from Yelp, I show the effects of
a phase transition from social instability to social balancing which can occur when a critical concen-
tration of opinion sources is reached in a social network. Figures p.4-p.6 highlight the fact that the
opinion (i.e. the stars given by users to a particular business) stabilizes only after reaching a critical
ratio of opinion sources (i.e. votes representing strong opinions). This can be viewed in Figure .4 at
time point OX = 35, in Figure p.5at time point OX = 32, and in Figure p.gat time point OX = 28,
where the total number of reviews and votes rises dramatically (see the vertical red line). I interpret
this phenomenon as a rise beyond a o threshold for the concentration of opinion sources, which
determines the social balancing, i.e. the average opinion stabilizes despite of opinion oscillations at
local level. As such, in Figure p.4, I can observe a stabilization of the average score given by users at
time point OX = 35. The same type of stabilization occurs in Figure p.5 at time point OX = 32.
In Figure p.6, I identify a stabilization point at OX = 28.

Corroborating all these empirical observations, I can state that Twitter and MemeTracker illustrate
a responsive type of behavior, i.e. an immediate evolution towards the F' phase, so a high opinion
change is quickly reached for a relatively small ratio o of opinion sources. This behavior, in turn,
correlates well with another study which shows that Twitter online networks have a strong random
and small-world component [78, 255].
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Figure 6.3.: The four opinion formation phases represented in terms of: normalized amplitude (num-
ber of tweets / maximum number of tweets or opinion change in Yelp / maximum opinion
change in stars), with each bar-plot depicting the minimum, maximum and average vari-
ation of opinion change; and time duration (on OX time-axis), with each horizontal bar
depicting the minimum, maximum durations of the phase (gray), and the time at which it
occurs on average (orange). All datasets indicate the same shape of opinion dynamics and
the same succession of phases: I-initiation, F-fusion, T-tolerance and T-intolerance..
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Figure 6.4.: Evolution of reviews count and reviews votes for three popular businesses on Yelp over the
period of 2010-2012. Accompanying each review trend, is the the average user defined
popularity of the respective business over the same period of time. The critical opinion
source concentration at OX=35 correlates with a stabilization of the state of the society
given as the evolution of average stars awarded.
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Figure 6.5.: Evolution of reviews count and reviews votes for three popular businesses on Yelp over the
period of 2010-2012. Accompanying each review trend, is the the average user defined
popularity of the respective business over the same period of time. The critical opinion
source concentration at OX=32 correlates with a stabilization of the state of the society
given as the evolution of average stars awarded.
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Figure 6.6.: Evolution of reviews count and reviews votes for three popular businesses on Yelp over the
period of 2010-2012. Accompanying each review trend, is the the average user defined
popularity of the respective business over the same period of time. The critical opinion
source concentration at OX=28 correlates with a stabilization of the state of the society
given as the evolution of average stars awarded.
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In contrast, the Yelp dataset can be associated with a saturated type of behavior, as the ratio o
(relative to the maximum number of votes) needed to trigger the phase transition towards social
balancing is high in all three cases. Balancing does not occur until a high concentration of opinion
sources (I interpret them as similar to opinion-influencing “stubborn agents” [4] or “blocked nodes”
[233]) are inserted into the social network.

6.2.3. New tolerance-based opinion model

This section analyzes the characteristics of a new opinion model that can reproduce the reported
real-world phenomena, i.e. the four opinion formation phases and phase transition towards social
balancing.

In terms of network structure, my analysis includes the basic topologies such as mesh, random
[86], small-world [281], and scale-free networks [25]. Also, based on the last decade of research on
the topic of realistic social network topology generation which either adds the small-world property
to scale-free models [[123, 96, [166], or adds a power-law degree distribution to the small-worlds [135,
57,274, 296], I also consider the Watts-Strogatz with degree distribution (WSDD) [57].

In terms of opinion dynamics I rely on a predictive opinion interaction model that can be classified
as graph and threshold based [112]. Generally, previous models use fixed thresholds [133, B7, 162,
74,167] or thresholds extracted from real-world examples [99, 234]. However, there are a few models
which use dynamic thresholds, but their evolution is not driven by the internal states of the social
agents. On the other hand, my empirical references (i.e Twitter, MemeTracker and Yelp) indicate
that opinion does not cease to oscillate and consensus is a rare case in real world. Therefore, I choose
to extend Acemoglu’s opinion interaction model [2] based on stubborn agents, because it assumes
that the society does not reach consensus. Based on recent research on stubborn agents which use a
discrete [292] or continuous [4] representation of opinion, I integrate the following opinion models:
one-to-one (simple contagion) versus one-to-many diffusion (complex contagion) [51], and discrete
(0 or 1) versus continuous (0 to 1) opinion representation. By combining opinion representation
and opinion diffusion, I obtain 4 distinct models; they are defined in Figure p.7a and exemplified in
Figures p.7b and p.7c. I build my tolerance-based opinion interaction model by using the SD (1) and
SC (2) opinion representations as defined in Figure p.7a.

Given a social network G = {V, E'} composed ofagents V' = {1, 2, ..., N} and edges F, I define
the neighborhood of agenti € Vas N; = {j | (i, j) € E}. The disjoint sets of stubborn agents
Vo, Vi € V never change their opinion, while all other (regular) agents V' \ {Vp U V4 } update their
opinion based on the opinion of one or all of their direct neighbors.

I use x;(t) to represent the real-time opinion of agent 7 at time ¢. Normal (regular) agents can
start with a predefined random opinion value z;(0) € [0, 1]. The process of changing the opinion
of regular agents is triggered according to a Poisson distribution and consists of either adopting the
opinion of a randomly chosen direct neighbor, or an averaged opinion of all direct neighbors.

I represent with s;(¢) the discrete opinion of an agent ¢ at moment ¢ having continuous opinion
x;(t). In case of the discrete opinion representation SD (1) (Figure p.7a), x;(t) = s;(t); in case of the
continuous opinion representation SC (2) (Figure p.7a), s;(t) is given by equation p.1.

() = {0 if 0<i(t) <05 61)
1 if 0.5<a(t) <1
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Table: interaction model taxonomy

Opinion representation
Discrete Continuous
Simple SD(1 SC(2
Diffusion model P W @)
Complex CD(3) CC(4)
(a)

%! Stubborn agents !
Discrete opinion Continuous opinion
(b)

- randomly picked
agent
J O N/ O
\ :
not a direct
T k neighbor
Agent updates opinion from Agent .uantes op.inion as an average
randomly selected direct neghbor of his direct neighbors' opinions
Single diffusion Complex diffusion
(c)

Figure 6.7.: a. Interaction models taxonomy. b. Opinion representation types, where the larger
nodes (labeled with S) represent stubborn agents. Discrete opinion (left): nodes have
opinion 0 (red) or 1 (green) at any time (SD). Continuous opinion (right): nodes have
any opinion between 0 and 1, highlighted by the color gradient transitioning from red to
green (SC). c. Two opinion diffusion models for discrete representation: single diffusion
(SD), respectivelty complex diffusion (CD).
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Furthermore, s(t) denotes the average state of the population at a certain time ¢ by averaging the
opinion of all individual agentsi € V.

1
() = 1y > silt) (6.2)

The previous social interaction models do not assign nodes (i.e. individuals or social agents) the
basic properties of humans, i.e. humans evolve, learn, react, and adapt in time. The reason for the
simplicity behind the existing models is twofold: first, the state-of-the-art models are only suited for
theoretical contexts so bringing additional complexity to the interaction model would significantly
increase the difficulty of mathematical analysis; second, involving measures of human personality
(e.g. quantifying an individuals trust, credibility, or emotional state) is a complicated endeavor, in
general; this was not the main goal of previous work.

Individual tolerance: interpretation and formalism

In order to improve the existing opinion interaction model based on a fixed threshold, I consider
the evolution of personal traits by taking inspiration from social psychology. As a new contribution
to the state-of-the-art, I introduce the concept of tolerance which reflects the individual’s inner state
and personal beliefs regarding surrounding opinions. For instance, egocentrism, as it is called in
psychology, is highly correlated with individual’s emotional state [84]. I choose to extend this model
because the egocentrism-emotional state correlation is a trait that has been shown to influence and
evolve with individual opinion [285].

Corroborating literature on attitude certainty [62], consensus [62], confirmation bias [208], social
group influence [230], and ingroup emotion [192], I extrapolate the mechanism that leads to the
formation of opinion into a measurable parameter. As such, I define tolerance 6 as a parameter that
reflects the willingness of an agent to accept new opinions. Similar to real life, individuals with higher
tolerance will accept the opinion of others easier; thus, this parameter can be defined as a real number
0 < 6 < 1. An agent with a tolerance value of 1 is called fully tolerant, whereas an agent with a
tolerance of 0 is called fully intolerant (i.e. stubborn agent). Tolerance values which are greater than
0.5 describe a tolerance-inclined agent, while values smaller than 0.5 describe an intolerance-inclined
agent.

Similar to the threshold-based continuous opinion fluctuation model described by Acemoglu et
al. [4], tolerance can be used as a trust factor for an agent relationship; however, as opposed to the
trust factor, tolerance changes its value over time:

0 if 1€ Vo
zi(t)= <1 if i e W for t >0 (6.3)

0:i(t) w;(t) + (1= 0;(t) zi(t —1) if j € N;
where the new opinion x;(t) is a weighted sum of the agent’s prior opinion z; (¢ — 1) and the current
opinion z;(t) of one randomly selected direct neighbor. The weights for the two opinions are given
by the current tolerance 6;(t) of the agent, thus, the extent of how much it can be influenced depends

on its internal state.

As can be inferred from equation [6.3, the greater the tolerance of an agent, the easier it can accept
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external opinion from others. At the beginning of the opinion formation process (¢ = 0), all agents
are considered as having a high tolerance (6;(0) = 1), but, as the society evolves, agents become
intolerant, therefore segregated in clusters which tend to have a more stable opinion. I further define
the tolerance € of the entire population as a normalized average of all individual tolerances:

o(t) = |é‘ N0 (6.4

i€V

I also introduce the concept of opinion change w as the ratio of agents which have changed their
current state (discrete time step ¢) since the last observation (time ¢ — 1):

wlt) = =S [silt) - si(t — 1) (65)

Ifan agent changes its state from one opinion to another, then the absolute difference|s; (t) — s;(t — 1)]
will be 1; conversely, it will be 0 if the agent state does not change. This change, averaged over all
agents at the interaction (discrete) moment ¢, defines the opinion change of the population w(t). This
metric is used to draw insights regarding the current tolerance level across the entire society.

Progressive tolerance model

My model for tolerance evolution stems from the idea that the evolution towards both tolerance and
intolerance varies exponentially [118, 282], e.g. a person under constant influence becomes con-
vinced at an increased rate over time. If that person faces an opposing opinion, it will eventually
start to progressively build confidence in that other opinion. Thus, my proposed progressive model
represents the tolerance fluctuation as a non-linear function [[[18, 282], unlike other models in litera-
ture [4, 292)]. For the first time, I integrate these socio-psychological characteristics in the dynamical
opinion interaction model. As such, the new tolerance state is obtained as:

(6.6)

0:(t) = maz (0;(t — 1) —apeo, 0)  if si(t —1) =s;(t)
S\ min (05(t — 1) + aqer, 1) otherwise

In equation p.6, tolerance decreases by a factor of ey if the state of the agent before interaction,
s;i(t — 1), is the same as the state of the interacting neighbor (randomly chosen from all direct neigh-
bors) s;(t). If the states are not identical, i.e. the agent comes in contact with an opposite opinion,
then the tolerance will increase by a factor of aje;. Moment ¢ represents the time step where an
opinion update is triggered; these moments are considered as being randomly distributed. The two
scaling factors, cig and g, both initially set as 1, act as weights (i.e. counters) which are increased to
account for every event in which the initiating agent keeps its old opinion (i.e. tolerance decreasing),
or changes its old opinion (i.e. tolerance increasing). Therefore, I have:

) (6.7)
1 otherwise

g = {ao +1 if si(t—1) =s(t)
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Figure 6.8.: The tolerance function as defined by the progressive tolerance model. a. Tolerance scal-
ing: shows how tolerance 6 increases with the ;€1 scaling, as a result of continuous
opinion change for an agent 7. b. Intolerance scaling: shows how tolerance 6 drops with
the apeg scaling, from an initial tolerance 6;(0) = 1 to complete intolerance (0;(t) = 0).

o {1 if si(t—1) = s;(t) 68)

a1 +1 otherwise

Whenever an event occurs, the counter corresponding to the other type of event is reset. These
factors are used to increase the magnitude of the two tolerance modification ratios € (intolerance
modifier weight) and ¢ (tolerance modifier weight). The two ratios are chosen with the fixed val-
ues of g = 0.002 and &7 = 0.01. To determine these values, I have tried various £g : £ ratios as
follows: if ¢ is increased such that &g : €1 = 1 : 1, most nodes will quickly become intolerant, as
opinion will cease to diffuse; conversely, if ¢ is decreased closer to a 1:10 ratio, then the society will
become tolerance-inclined, with random opinion fluctuations. The used ¢g : € ratio of 1:5 was cho-
sen through consistent experimentation in order to provide a good balance between the deviations
towards tolerance and intolerance, respectively.

Asan illustration of the 1:5 ratio for € : €1, Figure f.§ represents the non-linear tolerance function
as implemented in equation p.6. The displayed examples show that a total of 10 consecutive steps
are required to maximize the tolerance if an agent starts with 6;(0) = 0.5, because the cumulative
sum of 0;(0) 4+ &9 Y_; o reaches 1 after 10 iterations. Similarly, in Figure p.8b, the sum 6;(0) —
€1 )_; airequires ¢ = 45 iterations to reach intolerance (¢;(t) = 0), having started from ¢;(0) = 1.

6.3. Model validation

My dynamical opinion model adds significant complexity to the opinion interaction model. There-
fore, I use discrete event simulation (SocialSim [253]) over complex social network topologies, in
order to validate my model’s capability to reproduce real-world phenomena like the opinion forma-
tion phases and the phase transition towards social balancing.
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6.3.1. Simulation on basic topologies
Regular networks

The first simulation setup is based on regular topologies, i.e. lattice and mesh. The results show that
a homogeneous cluster of stubborn agents divides the overall society opinion (i.e. green (1) vs. red
(0)) with a ratio that is directly proportional with their initial distribution. Figure .9 shows how
a mesh network of 100,000 agents evolves under the influence of 64 stubborn agents — 32 of each
opinion evenly distributed among the population. This way, I observe the same opinion formation
phases as identified by my empirical observations: initiation I (Figure .9a), fusion F' (Figure .9b),
tolerance 71" (Figure B.9c), and intolerance T' (Figure p.9d). The situation in Figure p.9c may lead to
one of two scenarios: a perpetual (proportional) balance of the two opinions, introduced by us as
social balancing (the society remains in the T phase, and 7T is never reached), or a constant decrease
in opinion dynamics which ultimately leads to a stop in opinion change (the society reaches the T
phase), as depicted in Figure p.9d.

Figure p.10a illustrates a society which tends towards the tolerance phase 7" and social balance,
by providing the evolution of the overall society state s(t) (as defined in equation [.2), tolerance
0(t) (see equation p.4), and opinion change w(t) (equation p.5). For the society described in Figure
b-10a, the initiation phase [ is revealed by the early increase of w(t), as the number of individuals
with opinion increases. The climax of w(t) represents the fusion phase F'. At this stage, there is a
maximum number of bordering agents with distinct opinions (a situation that is also depicted in
Figure f.9b) and s(t) evens out. In the tolerance phase 7', the agents tend to stabilize their opinion,
i.e. O(t) stabilizes and s(t) converges towards the ratio of stubborn agents (which was chosen as 1:1).

Another observation is that opinion fluctuation is determined by the stubborn agents density (see
Figures [.10b, c and d). Because of the regular topology, the fewer stubborn agents (regardless of
their opinions) there exist in the society, the more the opinion fluctuates. This is explained by the
fact that having few stubborn agents means few points of opinion control and stabilization in the
local mesh structure; conversely, many stubborn agents make possible the control of more regular
agents. Because of this, s(¢) may drastically get biased in someone’s favor until the entire society
stabilizes (Figure p.10b). Also, due to the small influencing power of a few agents, the opinion will
not necessarily stabilize with the same distribution ratio. As expected, the opinion distribution of
a society with a high opinion source concentration will tend towards the ratio of the two stubborn

agent populations (Figure p.10c).

If the ratio of the two stubborn agent populations is not 1:1, then the opinion fluctuation will be
around that ratio only during the initiation phase I. Afterwards, the overall opinion will get more
biased towards the opinion of the larger stubborn agent population. In Figure p.10d the ratio is 1:4
between green and red stubborn agents, therefore the fluctuation starts around 20% green opinions,
but eventually stabilizes at 8%.

The scenarios presented above hold true for lattices. Consequently, these conclusions are more
of theoretical interest, as real social networks are typically not organized as such regular topologies.
Next, I consider more realistic network topologies.
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(a) (b)

(c) (d)

Figure 6.9.: Green (1) vs. red (0) opinion evolution with homogeneous stubborn agent distribution
in a 100,000 node social network. The network is initialized with 32 red and 32 green
stubborn agents. Initially, the regular agents have no opinion and are colored with grey. I
distinguish between the following phases of opinion formation: a. The initiation phase /
where the society has no opinion, i.e. the stubborn agents exercise their influence to the
surrounding neighborhood without being affected by any other opinion. b. The fusion
phase I where the society is now mostly polarized (green or red) and different opinion
clusters expand and collapse throughout the society. c. Tolerance phase 7', where the
cluster interaction stabilizes and new, larger, more stable clusters emerge. d. Intolerance
phase T, where the overall tolerance of agents has decreased to a point where opinion
fluctuation ceases and the red opinion becomes dominant (A(¢) < 0.1).
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Figure 6.10.: Simulation of a 100,000 mesh network with SocialSim [253], displaying a representative
example for the evolution of s(t), 6(t), and w(t), as well as the opinion evolution s(t)
with various stubborn agents distributions. a. Mesh topology, where the lowest panel
displays the opinion change (w) evolution over three simulation phases. b. Opinion
evolution s(¢) with few and evenly distributed SA (1:1 ratio: 1 green, 1 red). c. Opinion
evolution with many and evenly distributed stubborn agents (1:1 ratio: 32 green, 32 red),
d. Opinion evolution with few and unevenly distributed stubborn agents (1:4 ratio: 1
green, 4 red).
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Small-world networks

By constructing a Watts-Strogatz small-world network of 100,000 nodes, [281, 246, 276, 263, 57, 22]
I show experimentally that a different type of behavior can emerge. For instance, Figures p.ITa and b
present the society as having a mixed opinions distribution with no noticeable clusters. As opposed
to the representation in Figure .9, this topology does not allow multiple agents to cluster around the
stubborn agents and converge towards their opinion. Consequently, this model not only increases
the dynamics of opinion fluctuation, but also keeps the society in social balance. The fourth and
final phase of opinion evolution - the intolerance phase - does not occur, and opinion change w(t) is
maintained at a (high) constant level. Moreover, the state of the society s(t) is stable.

The society depicted in Figure p.11la is homogeneously mixed from an opinion standpoint. Clusters
do not form because many agents have long range links to other distant agents whose opinion can
be different from the local one. This leads to a perpetual fluctuation which remains in balance. The
noticeable effect on a small-world network is that the opinion stabilizes very fast and always at the
ratio of the two stubborn agent populations (i.e. 1:1 in my case). In a mesh network, having few
stubborn agents leads to an imbalance of opinion, but in the case of small-world topologies, opinion
across the entire population always stabilizes. Opinion change w(t) is also much higher compared
to the mesh (i.e. 42% versus 10% under the same conditions) due to the long range links.

Scale-free networks

I apply the same methodology by constructing a 100,000 node Barabasi-Albert scale-free network
and highlight the unique behavior it enacts.[25, 217, 10, 276, 242, 57] As Figure p.11lc shows, the
society does not reach a balance at the expected value (32 : 32 = 50%); instead, it gets biased
towards one opinion or another. The reason behind this behavior is related to the power-law degree
distribution [276]. As such, scale-free networks behave more like a tree-structure with hubs rather
than as a uniform graph. Indeed, as opinion flows from one agent to another, the higher impact
of the hub nodes on the opinion formation at the society level becomes clear. If, for example, a
green stubborn agent is placed as the root of a sub-tree filled with red stubborn agents, that sub-
tree will never propagate red opinion as it cannot pass through the root and connect with other
nodes. Experimentally, this is illustrated in Figure p.ITc. The green agents have been placed over
nodes with higher degrees, and this can be seen in the evolution of the opinion. There is some initial
fluctuation in the society and although the stubborn agent distribution is even, the fluctuation rapidly
imbalances as the overall tolerance () plummets and all agents become sort of “indoctrinated” by
the green opinion. The rapid drop in tolerance coincides with the drop in opinion change w(t) and
the stabilization of the state s(¢) at over 90%. Simulations were also run on the WSDD topology
(571, which has a strong scale-free component, and yield similar results which lead to the same set of
observations.

Additionally, I have implemented the algorithm for generating uncorrelated scale-free networks as
defined by Catanzaro et al. [5(]. Because of the random nature of this topology, the results obtained
with SocialSim are much closer to what I obtain for random networks. Figure p.I1c represents the
opinion formation phases obtained on correlated (assortative) Barabssi-Albert networks. Due to the
the assortative connectivity, most nodes are influenced by the same hubs, with same opinion, thus
tolerance decreases rapidly. This leads to an evolution towards the intolerance phase and a halt in
opinion dynamics. The uncorrelated scale-free topology is worth mentioning in this thesis, since,
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Figure 6.11.: Opinion evolution with homogeneous stubborn agent distribution (32:32) in small-
world and scale-free networks. a. Tolerance phase where no visible clusters emerge
for small-world networks. b. For small-world networks, social balancing is attained
because tolerance remains extremely high (0(¢) > 90%), opinion change (w) exhibits
the three opinion evolution phases (initiation 7, fusion F', and tolerance T'), and never
reaches intolerance. The state of the society s(¢) is stable. c. Social balancing is not
achieved for scale-free networks: tolerance drops constantly and the society reaches the
intolerance phase (T). The state of the society s(¢) is unstable during the first three
phases of opinion change, then stabilizes as tolerance (f) and opinion change (w) fall.
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Figure 6.12.: a. Representative simulation depicting opinion evolution in an uncorrelated random
scale-free network with 32 red stubborn agents and 32 green stubborn agents: although
opinion constantly oscillates, society becomes balanced and stabilizes in the tolerance
phase. b. Representative simulation depicting opinion evolution in a random Erdos-
Renyi network with 32 red stubborn agents and 32 green stubborn agents. Opinion
change is maintained high and opinion presents high oscillations, but the overall state
of the society becomes stable and predictable around 50% green opinion.

from what I obtain in Figures b.12a,b, this topology behaves much like the random topology. The
explanation is due to the the fact that nodes may be connected to any random hubs, so neighboring
nodes will not adhere to the same community influenced by the exact same hubs. This diversity in

connexions keeps tolerance high, so that opinion is kept in balance.

6.3.2. Phase transition in opinion dynamics

This section aims at analyzing the impact of topology, network size, interaction model, stubborn
agent placement, ratio and concentration on the opinion change (w), and on convergence towards
intolerance (9).

Simulations show that, in a society with a fixed stubborn agent distribution, the topology 7 deter-

mines if:

« the society enters the intolerance phase I: § — 0 (with § < 0.1), which also results in w — 0;

o the society balances and never enters the intolerance phase I: 8 — 0};,,i:, where 6y, > 0.1
and maintains a high w;

« the society continues to oscillate for 0.1 < 6 < 1, but the tolerance level does not stabilize.
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In case of the Yelp dataset, I notice that for a given topology 7, and a network of size /N, when the
concentration of stubborn agents is bigger than a critical ratio o, the society never becomes intolerant.
In such cases, the society becomes balanced, with slight oscillation in tolerance or opinion change.
The goal is therefore to find the tuples (7, N, ) at which this phenomenon occurs.

To obtain my results I have used five topologies 7 (mesh, random, small-world, scale-free and
WSDD), network sizes N of 400 up to 100,000 nodes, my new tolerance interaction model, a ratio
of 1:1 between green (1) and red (0) stubborn agents, and an increasing concentration of stubborn
agents ranging from 1% to 36%.

Impact of topology

The tolerance and opinion change with respect to the number of stubborn agents, as depicted in Fig-
urs p.13a and b, highlight a clear difference between the five topologies, namely mesh, random, small-
world, scale-free, and WSDD. There is a total of three clearly distinguishable behaviors: a responsive
behavior (present in small-worlds and random graphs), a linear behavior (for mesh networks), and
a saturated behavior (corresponding to scale-free and WSDD networks).

The tolerance increases linearly for the mesh, as the population of stubborn agents increases. Con-
sequently, there is no critical o for which a phase transition occurs due to the high regularity of the
network, but there is a visible saturation point (when the blue graph begins to drop in Figure .13a).
This happens because the society is physically filled with more stubborn agents than regular ones and
because all stubborn agents have § = 0, the overall tolerance begins to drop.

The responsive behavior exhibited by the random network and small-world networks suggests that
these two topologies behave similarly in the context of opinion source saturation. The two topolo-
gies are almost identical under the conditions defined here, as they behave almost as the opposite
of mesh networks: once the critical point o is reached, their tolerance rises to the maximum value.
Then, as the stubborn agents population increases, the tolerance and opinion change values decrease
proportionally. The random and small-world topologies are equivalent with the mesh topology as
the society becomes saturated with stubborn agents (i.e. see Figures p.13a and b in terms of tolerance
6 and opinion change w, respectively).

Finally, the saturated behavior groups together the scale-free and WSDD topologies, both of which
have the feature of degree-driven preferential attachment. The two topologies show smaller respon-
siveness to social balancing. As depicted in Figures p.13a and b, the critical point of stubborn agents
concentration for scale-free is by far the greatest one (i.e. ¢ = 16%) and the maximum toler-
ance 6 reached is the smallest among the simulations aiming at the impact of topology (20%). The
WSDD topology shows a better response, at a much lower critical stubborn agents concentration
point (o = 4%) and reaches social balance at § = 30%.

Impact of network size

When analyzing the opinion change at society level, the same observations and classification are
valid for all other network sizes. The larger the size IV is, the more accurate the delimitation shown
in Figures 6.13a and b becomes.

The impact of size offers a comparison of different tolerance stabilization on the same topology. The
results in Figures b.13c, d, e, and f show how well the social balancing effect scales with increasing
sizes of the network.
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Figure 6.13.: Tolerance () and opinion change (w) evolution with the increasing concentration of
evenly distributed SA and increasing network sizes. a, b. § and w over the five topologies
when the size of the network is fixed at N = 2500, and the concentration of stubborn
agents ranges from 4% to 36%. ¢, d, e, f. Tolerance 0 stabilization values at which social
balancing occurs over increasing network sizes (N=400 to 2500 nodes).
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The behavior of meshes, presented in Figure 6.13c, shows a linearly proportional increase of the
critical stubborn agents concentration o (around 20-25%) in accordance with the network size V.
A similar evolution is visible in Figure p.13f, on networks with preferential attachment, where the
required o is also proportionally bigger on larger networks. In Figures p.13d and p.13e, the random
and small-world networks exhibit similar behavioral patterns: they achieve the critical point o with
maximal opinion change, and then evolve towards intolerance at a pace that is corroborated with NV
(i.e. a slower drop in tolerance for larger networks occurs).

All simulations presented in this section confirm my main observations (Twitter, MemeTracker,
Yelp) on opinion formation phases and phase transition towards social balancing. Figure con-
tains averages stemming from multiple experiments run in SocialSim, then processed separately in
Microsoft Excel. The points on the OX axis are fixed SA concentrations which are used throughout
these experiments, and the values on the OY axis are averages obtained from multiple runs (i.e. 10).
An individual graph from one sub-figure is based on 8 (different SA concentrations) x 10 experi-
ments = 80 simulations. One subfigure is the result of 3x80 = 240 simulations, therefore Figure
is based on 4x240 = 960 simulations.

6.3.3. Validation hypotheses
Extracting social state and opinion change from empirical data

It can be debated whether hashtag dynamics could be equated to opinions dynamics. People use
them driven by different forces, and many are not associated to changes of opinions or opinions for-
mation. Indeed, in the Twitter and MemeTracker the actual state of the society s cannot be deduced,
as the tweets are not processed (e.g. using sentiment analysis), so I interpret the number of replies as
a measure of opinion change: more replies means more opinion injected in the society. When previ-
ously unopinated people reply or retweet, they do so because they have reached a clear opinion on a
particular subject and they feel the need to express it by broadcasting the related story. The number
of replies (OY axis) at a given moment (OX axis) corresponds to users expressing (injecting) opin-
ion in the society. As such, the Twitter and MemeTracker datasets are supporting the observations
related to the opinion change w and not to those related to the opinion state s.

In case of the Yelp dataset, the state s is the current average number of stars awarded by users; it
represent the opinion towards a business. The variation of s between two time moments ¢ — 1 and
t is the opinion change w. This information can be found in Figures [f.4-6.g for the experiments’
opinion change representation. As Yelp users are considered nodes in a social network, the opinion
dynamics on local businesses will be affected by the underlying social network links. The social agents
that influence opinion are linked and interact at least through the Yelp platform. Nonetheless, as Yelp
is well-known for hosting social events for reviewers, I believe that these social ties are even stronger.

For both of the Twitter and Yelp results I have taken into consideration the entire datasets. The
Twitter data consists of 6 million hashtags out of which the top 1000 were processed. Similarly, the
Yelp dataset consists of 1.5M reviews for 60K businesses of which I processed the top 1000. The
same results (phases and phase transition) can be observed on all the data that was processed by the
authors. Of course, Figures p.1], p.4-f.g are limited to just 12 hashtags, and 3 businesses respectively,
due to space and readability constraints. However, the same results are observed over all empirical
data available in Yelp. The vertical lines in Figure p.4 correspond to the critical o threshold (stubborn
agents SA concentration) being reached in the simulation, i.e. we reach social balance. Balance is
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achieved in the empirical data when the state of the society (i.e. average stars awarded) presents
an overall variation of less than 1 star out of 5 (1/5= 20% variation) between any maximum and
minimum values in time. This balance is correlated with a spike in the number of opinion injected
into the society. This spike is the required o threshold of stubborn agents to reach balance. Therefore,
the formal description of the algorithm that finds vertical lines in Figures 6.4-6.4 is:

if spike occurs in number of opinion sources and variation in the state of the society s is < 1 star,
then the corresponding moment is marked with a vertical line.

Using the simple contagion principle

Since there are interaction models based on simple as well as complex contagion, I have implemented
a complex contagion model in SocialSim and performed extensive simulations to compare with my
obtained simple contagion results. I find that, when using complex contagion, the dynamics of the
society is accelerated and the I, F' phases occur very fast, the 7" phase is omitted, and the society
enters the intolerance phase. This is due to the fact that averaging the opinion of neighbors does
not allow a node to be in contact with the likely divergent opinions of his neighbors, one by one,
and thus tolerance cannot increase; as a result, it will decrease after each interaction. Conceptually,
I have defined the tolerance model to keep nodes tolerant through individual interactions which
present diversity in opinion, like we would have in real life. Even if humans usually evolve towards
the average opinion of their social group, they do so through individual interactions.

Using a more formal explanation, for tolerance to remain high and opinion to exhibit dynamics,
the expected difference between a node’s state and a neighbor’s state should be large throughout the
simulation (e.g. over time, a node may come in contact with opinions sequences like 0,1, 1, 1, 0, 1, 0,
1,0,1,0,1,0,1,0, 1,0, 1, 1). Such an interaction pattern will maintain a high tolerance. In the case
of complex contagion, the average state of the neighbors will always be similar (e.g. a node will come
in contact with almost the same opinion like s(t), s(t + 1),... s(t + k) with s(¢) ~ s(t + 1) >~ ... ~
s(t + k) and this lowers tolerance quickly). Figure presents a simulation result that illustrates
the above considerations.

Comparing against a null-model

A comparison with a null/random model can help to really understand the effect of the so-called
social balancing, and such a study will contribute to increasing the robustness of my model. I have
addressed this problem through implementation of the random interacting agents in my simulation
tool, SocialSim; then Ie replicated experiments; and finally drew a short conclusion. Randomness
has been added in two ways:

o Fully-random interaction model: all agents have random tolerance values, random initial
opinion, interact with random neighbors, who posses random opinion, and tolerance is up-
dated randomly after each interaction. When comparing the simulation results with a random
behavior interaction model I obtain the same output regardless of topology and SA (stubborn
agent) concentration. Figure p.15a-b depicts a small-world with 50% of the population taking
part in the opinion process. The state of the society remains balanced at 50% and there are no
visible opinion formation phases.
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Figure 6.14.: Simulation results of the tolerance model tested using the complex contagion interac-
tion principle. I use a 10,000 small-world network with a balanced number of stubborn
agents (32 green : 32 red). The state s stabilizes quickly, and opinion change w and
tolerance 6 converge towards zero. Consistently throughout simulations, the opinion
formation phases are short in duration (generating a distinctive spike, as indicated with
the orange oval in the figure) and the society always tends towards intolerance.
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Figure 6.15.: a. Representative simulation depicting opinion evolution in an uncorrelated random
scale-free network with 32 red stubborn agents and 32 green stubborn agents: although
opinion constantly oscillates, society becomes balanced and stabilizes in the tolerance
phase. b. Representative simulation depicting opinion evolution in a random Erdos-
Renyi network with 32 red stubborn agents and 32 green stubborn agents. Opinion
change is maintained high and opinion presents high oscillations, but the overall state
of the society becomes stable and predictable around 50% green opinion.

« Random-tolerance interaction model: it is similar with my proposed opinion interaction model
but here each agent receives a static tolerance initialized with a random value in the [0,1] inter-
val at startup. The same results are obtained as in the fully-random interaction scenario, with
the state of the society stabilizing around the expected value (50%, see Figure p.I5b). With
the random-tolerance interaction model, the state of the society oscillates much more in com-
parison with the fully random model, but less when compared with my proposed tolerance
interaction model. As for the fully-random model, the opinion formation phases are not clear.

I can only conclude that using a random/null model for validation shows that tolerance actually
plays an important role in the statistical results obtained in my proposed model. Tens of additional
simulations have been run and I obtain the same results results as in Figure .15a for the fully random
model, and as in Figure p.I3b for the random tolerance model.

Considering non-particpant agents

One of the underlying assumptions on society composition is that my experiments focus on the evo-
lution of the overall society state, that can reach a stationary tolerance or intolerance phase. Such
experimental effort is motivated by what has been observed during empirical analysis on real social
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media data. However, if we focus on an overall society (with given topologies, sizes, clusters etc.),
I need to represent nodes or agents that remain neutral during a given discussion: the opinion dy-
namics plotted in the empirical data in Figure .1 represent only a fraction of the entire population
that are taking a partisan role over a given subject. The model assumes that every node or agent will
take a part in a given discussion, with a tunable tolerance parameter that will influence the opinion
itself. Nevertheless, this result is hard be compare with empirical observations, because a large part
of the population will not explicitly state its opinion, and I cannot know if these agents, after being
exposed to the discussion from a (set of) source(s), will remain neutral (e.g., not interested) or if they
will just privately form their own opinion without communicating that to the neighbors. So I set to
answer the question Which is the role of such a neutral agents?

As a consequence, I have added another type of agent in the simulations: NullAgents. These are
agents which do not hold any opinion, namely their opinion is 2:(¢) = 0.5 and thus, their state is
NONE (therefore, I have used a third state, along with Y £S(1) and NO(0)). Theoretically, I con-
sider that NullAgents (NAs) should act like edge-disconnections in the graph. They are distributed at
random, with a given concentration C'. Then, I verify if there is a threshold C* for which if C' < C*
the society behaves the same as before (i.e. graph is mainly connected, and these agents have limited
impact), and if C' > C* the society behaves differently (i.e. the underlying graph becomes mainly
disconnected).

By adding NAs in SocialSim I was able to test them with all the synthetic topologies. The higher
the population of randomly distributed NAs, the fuzzier the four phases become. Initiation (I) is less
steeper, fusion (F') isn't that spiky anymore, tolerance 7" is achieved harder/later as the state oscillates
more, but the society is still in balance and predictable; opinion change stabilizes with some delay.
The phases tend to dissolve after a concentration of C' ~ 30% population of NullAgents.

Additional simulations have been run with NAs and I obtained results similar to those presented
in Figures 16a-f. All tests from Figure 16 were run on small-worlds with 10,000 nodes.

Proving the model holds

The validation and simulation conclusoons of this model are based on empirical observations, and
this might seem a weak point of this contribution. A comparison of the results with an analytical so-
lution of the model at infinite time could help to understand things much better. In fact, the model
includes many complex parameters that can be tuned, and an analytical resolution can help under-
stand the general bias of the model itself, with a mathematical proof of its assumed stationarity after
a given point.

To discuss this aparent problem I come with the following discussion. My original interaction
model is non-trivial, i.e. the evolution of nodes opinion and tolerance depend on dynamic parame-
ters and it is inspired from the previously introduced model of Acemoglu et al. [4, 2]. The difference
consists of the fact that the so-called trust factor from [#, 2] is no longer fixed, as my model describes
the evolution of this parameter, which I identify as corresponding to an individual’s tolerance towards
other opinion according to basic human traits. In reference [4], the authors try solve the equations
that describe the stationarity of opinion evolution by using random walks from regular agents to
stubborn agents which influence their state. Even if their model is simpler than the model proposed
in my thesis, they have to come up with some simplifying assumptions in terms of network topology
(only regular topologies are tractable) and number of agents (they solve equations on small networks
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Figure 6.16.: Simulation results for the tolerance-based opinion interaction on a small-world net-
work with 10,000 nodes with 32:32 green-red SAs. a. There are no NullAgents in the
population. b. The population consists of 20% randomly placed NullAgents.
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Figure 6.17.: Simulation results for the tolerance-based opinion interaction on a small-world net-
work with 10,000 nodes with 32:32 green-red SAs. a. The population consists of 30%
randomly placed NullAgents. b. The population consists of 40% randomly placed
NullAgents.
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Figure 6.18.: Simulation results for the tolerance-based opinion interaction on a small-world net-
work with 10,000 nodes with 32:32 green-red SAs. a. The population consists of 50%
randomly placed NullAgents. b. The population consists of 80% randomly placed
NullAgents.

and then generalize the results in a qualitative discussion). Because my work adds significant com-
plexity, considering that node tolerance is not a fixed threshold, but a dynamic one which depends
on the interactions with neighbors, solving stationarity equations require even more simplifying as-
sumptions. That was the reason for using simulation in order to analyze the stationarity situation.
Nonetheless, in all simulation scenarios, the obtained stationarity described in the study coincides
with one of two exclusive cases:

o The society reaches intolerance, i.e. the overall tolerance converges towards 0. When this happens,
my model implies that opinion dynamics comes to a halt. As such, no further modifications to
the state of the society can be achieved. I obtain this behavior on mesh and scale-free topolo-
gies. Meshes imply only local connectivity to neighbors that converge towards a similar state,
thus tolerance is bound to decrease to 0 (see Figure p.I0a). Scale-free networks imply con-
nections to hub nodes, which means that all neighbors are influenced by the same local hubs,
which in turn decreases tolerance to 0 (see Figure p.11c). Such a situation, in the case of reg-
ular small networks, was already mathematically described by [4]. The authors measure the
probability of being influenced by a SA using random walks.

As such, in reference [4] it was proven that:

1. The stationary expected belief of the society (regular agents) is a linear interpolation of
the beliefs of the stubborn agents. Since I use a balanced population of SAs (32 green, 32
red), it is expected that opinion oscillates around the value of 0.5. This fact is validated
in my small-world experiments which show social balancing.

2. The belief of each regular agent keeps on fluctuating ergodically around a value which de-
pends on the relative distance of the agent from the two stubborn agents. This is directly
deductible on all used topologies, as is shown by the clusters forming around stubborn
agents.

Using Equation p.J it is clear that if the society reaches intolerance (f = 0), for the majority of
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nodes), the equation for regular agents becomes:

zi(t) = zi(t + 1)

so the state of the society becomes stable. The requirement for such a stationary state is thus the
condition that tolerance converges towards 0. This fact is deductible if we look at Equations
6.6-6.8. Tolerance decreases as long as a node interacts with neighbors with identical state.
In meshes and scale-free networks, nodes within vicinity of each other connect to the same
nodes. This leads to a convergence of opinion, so Equation [.q will cause tolerance to decrease
to 0.

o The society remains in social balance, i.e. the overall tolerance converges towards a non-zero
constant in time (#(t) > 0, fort — o), which causes the state and opinion change to also
stabilize (for ¢ — o0). I obtain this phenomenon on random and small-world topologies.
Small-worlds have the unique feature of being both regular and random in a proportion p,
given by the rewiring parameter of the Watts-Strogatz algorithm. Thus, nodes interact with
equal probability (for p = 0.5) with neighbors with similar opinion, and with distant random
nodes with different opinion. A proportional value p = 0.5 will keep tolerance at maximal
value as can be seen in Figure p.11b. My experiments use such a value of p = 0.5, as can be
seen in Figure p.I1b (w = 41%). Random networks have an even higher stabilization value
for tolerance, as can be seen in Figure p.12b (w = 44%).

Due to the random distribution of initial opinion and links (in random networks and small-
worlds with p = 0.5), nodes will oscillate ergodically, and both Equations b.7,6.8 will be acti-
vated with relatively equal probability. This keeps the tolerance variation of each node around
a certain convergence value:

Qz(t) = 9@(25 — 1) + ae

where both ag and «; are small integers and imply small variation in 6;(¢). In such a case, for
arelatively stable tolerance, the stationarity can also be described as in [4] (where 6 is assumed
as fixed).
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6.4. Discussion

The results for the proposed tolerance-based opinion interaction model show that, if individual traits
are considered for modeling social agents, then I can realistically reproduce real-world dynamical
features of opinion formation such as opinion formation phases, as well as their evolution towards
social balancing. At the same time, I demonstrate that the dynamics of opinion formation is influ-
enced by topology, network size and stubborn agent (opinion source) distribution across the entire
population. Overall, the topology seems to have the strongest influence on opinion formation and
spread; this can be summarized by the following different tendencies:

« Responsive behavior: Tolerance stabilization is attained right after reaching a relatively low
critical ratio of stubborn agents. Inserting additional stubborn agents entail a drop in auton-
omy and opinion flow. Such a behavior is achieved by random and small-world topologies,
and it can be motivated by the uniform degree distribution and the existence of both local and
long-range links, which foster opinion diversity and social balancing; this can be representative
for a decentralized and democratic society.

« Linear behavior: The critical threshold at which tolerance becomes stable for mesh topologies
increases linearly with the stubborn agents concentration. The mesh topology corresponds to
a limited, almost “autistic” social interaction behavior (where each agent only interacts with
close proximity neighbors); therefore, the probability of opinion diversity only increases with
the proportional addition of stubborn agents. For meshes, social balancing is attained only if a
substantial number of stubborn agents is inserted.

« Saturated behavior: Tolerance converges slowly around a specific low value. This behavior is
achieved in scale-free and WSDD networks. Due to the nature of these topologies, even though
long-range links exist, nodes tend to be preferentially attached to the same hub nodes, meaning
the same opinion sources. The amount of stubborn agents required to reach social balance is
much higher and the resulting balance saturates quickly. It is thus a conservative, stratified
and oligarchic type of society which reacts later and slower to new stimuli. Most individuals
within this type of society remain intolerant and opinion change is treated as suspicious and
non-credible.

Besides these original contributions, the results obtained with my model confirm prior studies which
show how individuals converge towards the state of their ingroup [192, 269]. This is especially no-
ticeable on networks with high modularity, like the WSDD network in which every member in a
community converges towards the community’s dominant opinion, yet every community converges
towards a different state.

Inspired by works of Axelrod on the evolution of cultural traits [18, 229] this contribution has
found much inspiration from interdisciplinary studies.

An important real-world aspect of my new tolerance model (which assumes that the level of ac-
ceptance of neighboring opinions evolves over time) is that the tolerance level of an agent 0;(¢) is
proportional to the degree of the node. In other words, the more neighbors a node has, the more
likely it is to receive different influences which can guarantee a higher tolerance level. This observa-
tion is backed up by a recent study which proves that individuals with a higher (in)degree are less
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likely to be influenced, and the influence of friends is not significantly moderated by their friends’
indegree and friendship reciprocity [101].

The results rendered with my tolerance model also fall in line with a research direction started by
Gross et al. [I11] where the authors show that there is a self-organization in all adaptive networks,
including multi-agent opinion networks. My real-world observations and opinion simulation results
show a similar topological self-organization based on stubborn agent topological properties.

Finally, the study of opinion dynamics through my proposed concept of social balancing shows
key features that may be used in practical applications, like marketing or conflict resolution. Un-
der the requirement of keeping the social state stable, while never reaching intolerance, I provide
a classification of network topologies based on the social balancing property. Networks with the
democratic small-world structure promote balancing; the phenomenon is also exhibited if there is
a high concentration of stubborn agents to stabilize opinion in mesh networks. If there are signif-
icantly fewer stubborn agents in the network, balancing will only be achieved if one side is using a
placement strategy to counter its rivals [103]. A small-world network will not offer an advantage
to any of the opinions due the link layout and uniform degree distribution. On the other hand, the
oligarchic scale-free topology shows a clear importance of strategically placed agents in hub nodes
which intrinsically render the opposing nodes on lower levels of the tree virtually powerless. The
balancing phenomenon does not occur in networks with scale-free properties. Clearly, the social
balancing concept remains open for further debate, improvement, and real-world validation.

6.5. Methods

I rely on the following datasets, which contain opinion fluctuation data with time information:

The Yelp dataset: contains graded (1-3 stars) user reviews of American businesses, each with a
timestamp. One can obtain insights on the popularity of a business at a given time. The usable
information is the number of reviews at a given moment in time (interpreted as network size of
individuals with an opinion), the average grade in time (the average opinion over time), and the
number of votes to each review (ratio of agents with strong or “stubborn” opinions, because when an
agent votes, his opinion is already made up). The dataset contains 366,715 users, 61,814 businesses
and 1,569,264 reviews.

MemeTracker and Twitter hashtags with time information from the Stanford Large Network Dataset
Collection (SNAP); which contain the history (repost rate in time) of diverse, popular hashtags. I can
use this data to analyze the evolution of a particular opinion in time. MemeTracker phrases are the
1,000 highest total volume phrases among 343 million phrases collected within 2008-2009. Twitter
hashtags are the 1,000 highest total volume hashtags among 6 million hashtags from Jun-Dec 2009.

6.5.1. Discrete simulation methodology

Like any discrete event simulation, I define the salient properties of the experimental setup which
was used to obtain the simulation results with my Java-based opinion dynamics simulator, SocialSim
(253].

Events are synchronized by the simulation clock; the period of this clock is called a simulation day.
One day is a simulation period in which agents can interact with their neighbors. However, an agent
does not interact daily, in fact each agent picks a random number of days to be inactive after each
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active day. In the presented simulations, I have defined a random timeout interval between 1 day
and 50 days. Only after this time has elapsed, will an agent interact again with one random neighbor.
After that interaction, the agent will again choose to be inactive for a random period of days.

6.5.2. Simulators for social networks

There is a wide variety of tools for visualizing and manipulating graph data. I discuss the most popular
tools, their advantages and their limitation in terms of simulation.

Gephi is one of the most popular data visualization tools [30]. It is open-source, plug-in based,
has a wide variety of tools for social networks researchers, and it provides a rich framework that
helps developers extend functionalities using Java. Its main functionalities are that of importing
graph data in multiple formats, visualizing data using various intuitive layouts, measuring graph
metrics, coloring nodes and communities based on custom criteria, filtering out nodes based on
custom conditions, exporting data as images etc. In terms of performance it scales good with larger
graphs but as nodes contain more data the visualization and loading times escalate. There is the
ability to measure dynamic events (e.g. creation of nodes, addition of a new edge) but there is no
implementation or support for diffusion models and real-time graphical feedback.

Cytoscape is another open source software platform for visualizing complex networks and inte-
grating these with any type of attribute data [238]. It excels at visualization, being used for many re-
searchers in biology and genetics to highlight protein interactions, cell-signaling pathways and other
phenomena. GraphViz has been around for more than 20 years and is an open source graph visual-
ization software. It has important applications in networking, bioinformatics, software engineering,
database and web design, machine learning, and in visual interfaces for other technical domains[85].
Pajek is a more low level framework which is under constant development [31]. It offers high cus-
tomization to developers and can be used as a simulator. Other existing state of the art tools are
iGraph [68], Tulip [16], GUESS [7], Neo4], yED, and Walrus.

In terms of simulating diffusion in complex networks there are powerful tools in other adjacent
field like infectious diseases and computer security. EpiFast offers parallelized stochastic disease
propagation in large contact networks [B6]. EpiCure is a scalable high performance computing ori-
ented modeling environment to study malware propagation over realistic mobile networks [53]. Both
of these tools offer the ability to simulate millions of nodes, given the necessary hardware resources.
Complementary with the presented results in this chapter, I have also highlighted the problem that
there are no complete tools for studying opinion diffusion in social contexts, nor are there any tools
capable of working with huge data sets of million of nodes. I hope that SocialSim will be able to better
fulfill the needs of researchers worldwide.
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The work presented in this thesis represents an original exploratory analysis meant to highlight the
role of social networks in a multitude of sciences, and to discover and compare the results of the
proposed models with observations taken from medicine, computer networks, voting etc. The ex-
ploratory studies rely on a set of observations using real-world data. These have helped me assemble
a wide and valuable perspective over social networks analysis and modeling.

As such, I mention two studies regarding the collaboration of musicians (MuSe Net) [258] and
tashion models (FMNet) [254], which represent innovative and applicative approaches which bring
novelty to literature. In both studies I have used graph metrics and centralities analysis to showcase
the importance of the emergent communities which develop and explain real-world particularities
of the two artistic fields. Together with a theoretical study of the impact of the underlying topol-
ogy on online social networks [261], all these studies have helped me understand the importance of
graph metrics like average degree, path length, clustering coefficient, diameter, graph density and
modularity, as well as the role of centralities like degree, eigenvector and betweenness.

Additionally, I mention two studies of complex networks applied in medical science, following the
so-called path of network medicine. The results obtained in predicting central sleep apnea [[186, 265]
bring landmark novelty and improvement in the field of sleep medicine, The study undertaken of
assessing the treatment response of patient with hypertension [247] also showcases a new, useful,
perspective for medical doctors. These experiences outside the field of social networks analysis have
helped me greatly to understand the role of different metrics to take into consideration when mod-
eling empirical data using graph analysis.

The observations obtained in all these empirical studies have helped me pave the way for the
essence of my thesis, namely understanding social structures and creating mathematical models
which can reproduce the topology, dynamicity and interactivity within social networks. Conse-
quently, two main directions of original improvement have been presented:

First, on a topological level, I proposed to create a more realistic topological model, called Genosian.
It was compared to the existing synthetic models and validated using the statistical fidelity metric
and online social network datasets. In accordance with current work, my proposed topology creates
a synergy between the small-world and scale-free networks. The small-world property [279] is useful
for creating small clusters of individuals, and the scale-free property [25] greatly improves the real-
ism of the degree distribution. In order to achieve the needed realistic graph parameters (e.g. triadic
closure, modularity, path length), genetic algorithms have been used. Using empirical datasets for
validation, my topology achieves a 63% better realism compared to the best existing alternative syn-
thetic topologies. Another contribution on the same topological level is the explanation of network
growth in time [264]. I discuss degree preferential attachment and its limitations, as presented in
literature, then come up with a more realistic alternative: the betweenness preferential attachment.
This concept is implemented into a modified Barabasi-Albert algorithm [25], where betweenness is
used instead of degree. The resulting networks have, on average, a realism of 80-90%, as compared
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to the scale-free network which lies within the interval 60-70% in terms of similarity to empirical
datasets. All the realism assessments were done using the proposed and validated fidelity metric
(257, 256], presented in Appendix [Al.

Second, on the interaction level, I designed the tolerance based model which better explains how
individuals adopt opinion and adapt in time [262]. The socio-psychological discussion backing up
this proposal is supported by a rich literature review, and, as such, I propose for the first time a fully
dynamic-threshold model in opinion dynamics. The model is inspired by observing four opinion
formation phases on empirical data: Twitter replies, MemeTracker replies, and Yelp reviews. The
statistical analysis, using the fidelity metric [256], supports the fact that the observed opinion for-
mation phases are representative. This analysis led to the mathematical description of the tolerance
model. The simulation results of this model are interpreted by the results obtained from the research
conducted in Appendix B [261]. The classes of topologies analyzed in the study using network motifs
helped me better understand the types of behaviors that are present in opinion diffusion based on
the underlying topology.

It can be admitted that the work presented in this thesis provides many entry point for further
research and experimentation, as the plethora of contributions is diverse. It also facilitates the study
of new proposals in the field of social networks science, and it allows new proposals to be added and
analyzed. I propose to remain on the same track of studying and improving models in SNA.

7.1. Publications and milestones

To this date, I have the following publications at international conferences or international journals,
and am a member of the following project teams. I have included a list of the main articles relevant to
my PhD thesis, which are all submitted, accepted and presented at international conferences relevant
to computer science, or submitted and accepted at computer science journals.

7.1.1. Social Networks Analysis
Applied research projects

1. Iam part of the 2-year research project NOVAMOOC led by Assoc. Prof. Gabriela Grosseck,
from West University Timisoara. The project is named “Dezvoltarea si implementarea inova-
tivi a MOOCurilor in invatdmantul superior” (Innovative implementation and development
of MOOC:s in higher level education) and has the identifier PN-II-RU-TE2014-4-2040. Its
goal is to create the first massive open online courses (MOOC) for highschool teachers in Ro-
mania. This endeavor is a premiere in Romanian education and my role in the project team
is to analyze the control groups of students used for motivational and technical tweaking of
the platform. The analysis consists of skills acquired from social networks analysis, namely
community detection and analysis, and network growth.

2. T am part of the 2-year research project MORPHEUS led by Assoc. Prof. Stefan Mihaicuta,
from Victor Babes University of Pharmacy and Medicine in Timisoara. The project is a joint
endeavor of the ACSA team (from the Department of Computer and Software Engineering)
and the Department of Pneumology to improve the prediction and diagnosis accuracy of sleep
apnea, at an EU level. In over 3 years of collaboration, we have over 10 medical congress
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attendances with notable distinctions. I received gold sponsorship (<20 awarded in the world
in 2014) for the ERS congress from Munchen in 2014.

International journals with impact factor

1. Alexandru Topirceanu, Alexandra Duma, Mihai Udrescu (2016). Uncovering the Fingerprint
of Online Social Networks Using A Network Motif Based Approach. In Elsevier Computer
Communications (vol. 73PB, pp. 164-172). IF=1.695.

2. Alexandru Topirceanu, Mihai Udrescu, Mircea Vlidutiu, Radu Marculescu (2016), Tolerance-
based interaction: A new model targeting opinion formation and diffusion in social networks,
In Peer] Computer Science, 2, p.e42.

3. Alexandru Topirceanu and Mihai Udrescu (2016). Statistical Fidelity: A Tool to Quantify the
Similarity Between Multi-variable Entities with Application in Complex Networks. In Inter-
national Journal of Computer Mathematics. (accepted), IF=0.825.

Book chapters at international publishers

1. Alexandru Topirceanu, Mihai Udrescu, Mircea Vladutiu. Genetically Optimized Realistic So-
cial Network Topology Inspired by Facebook. In Online Social Media Analysis and Visualiza-
tion (pp. 163-179). Springer International Publishing, 2014. ISI indexed.

International conferences

1. Alexandru Topirceanu, Mihai Udrescu, Mircea Vladutiu. Network Fidelity: A Metric to Quan-
tify the Similarity and Realism of Complex Networks. In Cloud and Green Computing (CGC+SCA),
2013 Third International Conference on (pp. 289-296). IEEE, ISI indexed.

2. Alexandra Duma, Alexandru Topirceanu. A network motif based approach for classifying
online social networks. In Applied Computational Intelligence and Informatics (SACI), 2014
IEEE 9th International Symposium on (pp. 311-315). ISI indexed.

3. Gabriel Barina, Alexandru Topirceanu, Mihai Udrescu. MuSeNet: Natural patterns in the
music artists industry. In Applied Computational Intelligence and Informatics (SACI), 2014
IEEE 9th International Symposium on (pp. 317-322). ISI indexed.

4. Alexandru Topirceanu, Gabriel Barina and Mihai Udrescu. MuSeNet: Collaboration in the
Music Artists Industry. In Network Intelligence Conference (ENIC), 2014 European (pp. 89-94).
IEEE. ISI indexed.

5. Alexandru Topirceanu, Mihai Udrescu. Measuring Realism of Social Network Models Using
Network Motifs. In Applied Computational Intelligence and Informatics (SACI), 2015 IEEE 10th
International Symposium on (pp. 443-447). IEEE indexed.

6. Mihai Udrescu and Alexandru Topirceanu, What Drives the Emergence of Social Networks?
In Control Systems and Computer Science (CSCS), 2015 20th International Conference on (pp.
999). IEEE indexed.
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7. Alexandru Topirceanu, Dragos Tiselice, Mihai Udrescu. The Fingerprint of Educational Plat-

forms in Social Media: A Topological Study Using Online Ego-Networks. The 2nd Interna-
tional Conference on Social Media in Academia: Research and Teaching (2014). Pending ISI
indexing.

. Alexandru Topirceanu, Mihai Udrescu (2015, September). FMNet: Physical Trait Patterns in

the Fashion World. In Network Intelligence Conference (ENIC), 2015 2nd European, Received
best-paper award. IEEE, pending ISI indexing.

Additionally, since my passion for the thesis domain exceeded the envisioned goals, I have additional
original contributions in social sciences, medical science, and computer engineering. Some of the
papers listed in this section are still pending indexing, but all have been accepted.

7.1.2. Network Medicine

International journals with impact factor

1. L. Suciu, C. Cristescu, A. Topirceanu, L. Udrescu, M. Udrescu, V. Buda, M.C. Tomescu (2015).

Evaluation of patients diagnosed with essential arterial hypertension through network analysis.
Irish Journal of Medical Science (1971-), p. 1-9. Impact factor=0.827.

Stefan Mihdicutd, Razvan Avram, Alexandru Topirceanu, Mihai Udrescu (2013). A Network
Based Approach to Sleep Apnea Syndrome. European Respiratory Journal, 42(Suppl 57), P2046.
ISI indexed,

Mihai Udrescu, Alexandru Topirceanu, Razvan Avram, Stefan Mihaicuta (2014), AER Score:
A Social-Network-Inspired Predictor for Sleep Apnea Syndrome, In Chest Journal, 145(3),
609A. ISI indexed.

International medical conferences

1. Alexandru Topirceanu, Mihai Udrescu, Razvan Avram, Stefan Mihdicuta. Data Analysis for

Patients with Sleep Apnea Syndrome: A Complex Network Approach. The 6th International
Workshop On Soft Computing Applications (SOFA 2014), Pending ISI indexing.

Alexandru Iovanovici, Alexandru Topirceanu, Mihai Udrescu, Lucian Prodan, Stefan Mihai-
cuta (2014). A high-availability architecture for continuous monitoring of sleep disorders.
Studies in health technology and Informatics, 210, 729-733. PubMed indexed.

7.1.3. Communication Networks

1. Alexandru Topirceanu, Alexandru Iovanovici, Cristian Cosariu, Mihai Udrescu, Mircea Vla-
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The 6th International Workshop On Soft Computing Applications (SOFA 2014). Pending ISI
indexing.
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2. Alexandru lovanovici, Alexandru Topirceanu, Mihai Udrescu, Mircea Vladutiu. Heuristic
Optimization of Wireless Sensor Networks using Social Network Analysis. The 6th Interna-
tional Workshop On Soft Computing Applications (SOFA 2014). Pending ISI indexing.

3. Alexandru Iovanovici, Alexandru Topirceanu, Mihai Udrescu, and Mircea Vladutiu. Design
Space Exploration for Optimizing Wireless Sensor Networks using Social Network Analysis.
In System Theory, Control and Computing (ICSTCC), 2014 18th International Conference, pp
815 - 820. Pending ISI indexing.

4. Alexandru Topirceanu, Alexandru Iovanovici, Mihai Udrescu, Mircea Vladutiu. Social cities:
Quality assessment of road infrastructures using a network motif approach. In System Theory,
Control and Computing (ICSTCC), 2014 18th International Conference, pp 803 - 808.. Pending
ISI indexing.

7.1.4. Research milestones

My 3-year period of doctoral studies has been planned with the following milestones and results, as
presented in the following table. In order to achieve, not only these goals, but a meaningful contri-
bution to the field of social networks analysis, the scientific activity revolving around the field had
to be kept under constant monitoring on an international level to ensure that the proposals made in
this thesis are new, original, coherent, relevant, and useful. Important research centers for social net-
works can be found in the USA (at MIT, Notre Dame, Cornell, Stanford, Northeastern, Michigan),
Israel, Sweden, Turkey, Italy and the UK. Their results are well acclaimed by the scientific community
as they are published in renowned journals like: Nature, Science, Physics, PlosOne, Perr], Elsevier
Social Networks, New England Journal of Medicine.
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Nr Description Results Due date

1 Analytic study into the state of the art to bal- Continuous,
ance the proposals of the thesis with the cur- 2013-2015
rent hot topics of interest for social networks
analysis.

2 Propose and develop a complex topology to The Genosian algorithm for March 2013
model social ties between individuals as real-  creating realistic social net-
istic as possible. Also make it customizable for ~work topologies.
specific simulation scenarios.

3 Propose one or more metrics to quantify: (1) (1) and (2): The sta- December
the realism of a social network topology, (2) tistical fidelity — metric. 2013
the similarity between two complex networks, (3):  sociability S for
(3) the sociability of a node in regard to the complex networks
social features

4 Keep track of new emerging fields, as many Involved in the Morpheus Continuous,
fundamental sciences add social network (sleep medicine) and NO- 2013-2015
analysis to their research methodologies (e.g. VAMOOC  (educational
medical fields, sensor networks, genetics, analytics) projects.
gamification, gaming theory, marketing
strategies etc).

5 Further development of SocialSim in regardto ~ Simulator is available on- March 2014
releasing it as a simulation and social scenario line
testing tool.

6 Refine and validate the social interaction The tolerance based inter- January 2015
model proposed during the dissertation. action model.

7 Confronting the proposed diffusion model Validation of the toler- April 2015
with real data gathered from diverse empiri- ance model using Twitter,
cal sources (Twitter, Facebook, opinion polls, MemeTracker chat and
user-expressed opinion etc.). Yelp user reviews.

8 Collaborate with other researchers from Ongoing collaboration  September
around the world in one or more joint with Radu Marculescu 2015
contributions. from Carnegie Mellon

University (submission at
Peer] Computer Science)
Future milestones
9 Apply the structural and behavioral model on 2016-2017

real-world market and political situations.
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7.2. Future research directions

Due to the passion for research, and backed up by the encouraging results during my years as a PhD
student, I foresee two directions to contribute to SNA:

« Network growth model: nodes will also evolve in age (i.e. they will die after some time) and the
links of the topology will be layered depending the type of interaction (i.e. multi-layered social
networks [[173]). The locality of the long range links will also be influenced by the interaction
type, and will determine a better, more realistic mixture of agents which can communicate in
the society.

« Improving the tolerance based interaction model: addition of new parameters to better model
the human subjective nature of taking decisions. Tolerance is but a first step in improving agent
based interaction. The egocentric model (i.e. opinion is changed only by personal beliefs of that
person) also covers other concepts like trust or confidence. These may be added on edges and
model the friendship strength of two agents. In addition to the egocentric nature of the model,
there is also an exocentric model (i.e. opinion only depends on the other person’s parameters).
New parameters include an agent’s credibility or authority. External parameters are public
opinions of a person, shared by all agents initiating communication. All these parameters may
be added in time, after a thorough validation.

+ An even more customizable interaction model may be necessary for real-world prediction as
it has been seen that people use different behaviors in different situations. As such, I might
need to parametrize the classes of opinion as well, and then parametrize the interaction model
accordingly.

7.3. Closing thoughts

For many fields of science like Psychology, Philosophy, Politics, Marketing, Finances and even War-
fare, understanding social opinion dynamics is a major concern. One of the requirements of im-
proving profits, for example, is the study of markets and consumers. Economy and marketing strive
to better understand the needs of consumers, but also their strengths and weaknesses. Winning
elections is one of the major goals in Politics. Because political parties are always interested in the
overall public opinion rather than the opinion of individuals, social studies are used to understand
the political influence of parties and the means to create a consensus among voters. Even in war
there has always been the need to understand social opinion dynamics. Counter-intelligence to stop
enemy propaganda and spies to influence the enemy’s morale have been used for a long time in con-
frontations. Medicine uses social networks to model the dynamics of diseases, to help determine the
outbreaks of infections and the stop the spreading of epidemics.

Regardless of the science in question, social studies are still in their infancy from a theoretical
point of view. There is the need for a fundamental set of rules, as human behavior is mostly unpre-
dictable. This makes the mentioned market study, political propaganda, infectious spreading, and
voting somewhat unpredictable to better understand the social processes a better collaboration be-
tween natural sciences and applied sciences is needed, as both possess valuable knowledge. Using
the current computational power, computers can help researchers analyze interleaved mathematical
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and psychological models at a faster rate. Of course, validating results with empirical data is the final
step in proving that a social process is understood. Recent mathematical research proposes new ways
of modeling societies or clusters of individuals and present results of great theoretical value.

Having evolved from basic network topologies, like the mesh and ring, complex networks have
emerged by studying empirical networks in our world. Ranging from natural networks, like food-
chains, actor’s relationships, protein chains and correspondence patterns, to synthetic networks, like
the World Wide Web and airplane traffic, these networks have generated interest in engineering
around the world. However, better understanding of social networks, fostered by social, economic
and marketing research, has led to the proposal of newer and more advanced topologies which better
resemble real networks.

On a parallel direction, there is the possibility of researching social studies and predictions based
on results gathered from social platforms like Twitter and Facebook. Because of the popularity of
these platforms the available data quantity is near infinite. Opinions can be quantified and opinion
dynamics can be monitored through time. This is a mandatory step in order to demonstrate a the-
oretical proposal. However, the relevance of the acquired data is still somewhat limited due to the
facts that social platforms are mainly popular among young people; they have a limited, heteroge-
neous spreading around the world and have relative impact due to the disproportionate popularity
of a certain binary decision, or belief.

Modern social science is trying to create improved topologies that better resemble the real world.
Many studies focus on refining the way individuals interconnect into forming a more realistic so-
cial layer (see chapter ). Other focus on understanding how new individuals are added into layers
or clusters of society, modeling realistic growth (see chapter ). The studies presented in this thesis
conclude with the fact that individuals present different behavioral patterns depending on the type of
belief, and they interact with different persons depending on the problem circumstances. With this
in mind, it cannot be denied that on the level of social opinion expression there is no single correct
topology. The only accurate method for modeling social behavior is research and understanding the
topological layers that come into action in various situations (see Appendix [f]). Based on observations
drawn throughout the thesis, it is considered that most individuals will use small-world networks to
interact with their family and friends. In other situations, the same individuals will often cluster in
WSDD-like networks at parties of public debates, where most stay within a group of moderate size,
and very few will stay in small or very large groups. People carrying infections or planning terror
attacks will travel along scale-free networks using the airways. Finally, people expressing political or
religious (i.e. strong beliefs that rarely change) belief are more likely to be organized as a mesh net-
work. As polls are centralized, public opinion plays a major role in the behavior of individuals, thus
the impact of long range connections with individuals outside the cluster tends to be minimized. As
in a city with mesh-like streets separating neighborhoods, a population at a larger scale (e.g. region,
state, country) will behave as if in a mesh topology for a certain set of strong beliefs. The complexity
with which all these factors combine has been discussed in chapter f| and appendix B.

As a conclusion, social research is proving useful in understanding the mechanisms which trans-
form individual opinion into a wide-spread social opinion; how opinions affect individuals and how
they evolve in time as seen on a macroscopic scale. Modeling social behavior can be both a means of
defending and boosting democratic rights as well as a means to impose and manipulate a society or
a social layer.

As one of the top researchers in big data, Alex Pentland explained “The fact that we can now begin
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to actually look at the dynamics of social interactions and how they play out, and are not just limited to
reasoning about averages like market indices is for me simply astonishing. To be able to see the details
of variations in the market and the beginnings of political revolutions, to predict them, and even control
them, is definitely a case of Promethean fire. Big Data can be used for good or bad, but either way it
brings us to interesting times. We're going to reinvent what it means to have a human society” [219].
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A. Statistical fidelity: quantifying similarity
between multi-variable entities

The computer-based analysis of complex networks relies on fundamental properties of natural and syn-
thetic networks that surround us. These properties of networks are characterized by graph metrics, yet
there is no unified computational method for comparing networks to each other. To address this is-
sue, I introduce the new statistical fidelity metric, which can compare any types of complex networks,
by using specific individual metrics. The composite fidelity metric offers an insight on the structural
similarity of networks, as well as on the topological realism of synthetically-generated networks. I also
provide an overview of the alternatives to measuring similarity, then I apply my metric in the context
of social and technological networks. This way, I highlight the superior analytic power of my composite
metric compared to cosine similarity, Pearson correlation, Mahalanobis distance, and fractal dimen-
sion. Therefore, network fidelity is able to better capture the combination of fundamental properties of
complex networks.

“There is no law except the law that there is no law.”

X John A. Wheeler
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A.1. Motivation

Network science is receiving an increased interest from many fields of science, since many empirical
observations of our surrounding world show the same properties, regardless of whether the underly-
ing complex graphs are of natural or synthetic origin [B8Y, [54]. There are topological network mod-
els which describe geographical proximity, friendship distribution, brain neural networks, protein
interaction mechanisms, natural food chains, the distribution of means of transportation, citation
networks, sexual interaction patterns, the World Wide Web, power distribution networks, relation-
ship of words in a language, interaction between ingredients in a recipe, the world markets, political
structures [[10, 276, 95, 250, 131, 82, 214, 154]. As such, complex networks fall into four main cate-
gories [276]: technological [154, 274, 259], biological [11, 82, 178], social [82, L0, 57], and semantic
networks [276, 250].

Within the network paradigm, the capacity to collect and analyze massive amounts of data is trans-
forming fields like biology, economy and physics [154]. However, the emergence of data-driven com-
putational science has been much slower, carefully directed by a few intrepid computer scientists,
physicists, and social scientists [187, 281, 25, 205, 154]. Regardless of the representation of nodes,
edges, edge directions, and edge weights, graph models of big data [95, B9] are often subjected to
numerical comparison, sampling, and statistical analysis to extract relevant patterns. To that end,
network scientists employ a wide range of state of the art comparison techniques, but there is no
single computational methodology to express similarity/dissimilarity in an objective and synthetic
manner.

In light of existing research on network metrics [246, 276, [[54], this appendix presents a solution
to the problem of quantifying the comparison between any two complex networks, based on a set of
metrics. Additionally, by comparing to a reference network structure, I can order any other topolo-
gies - synthetic or empirical - by the degree of similarity to that chosen reference structure. To this
end, I propose a similarity metric, namely the network fidelity ¢ (phi); it uses only the topological
properties of the underlying graph, and has symmetric and scale free properties, which are further
discussed in this section.

I also propose to showcase how ¢ may be applied by researchers in any network-related context.
First, I rely on a social network context to illustrate the effectiveness of my fidelity metric in terms
of realism assessment of widely accepted synthetic topologies. A second illustration for ¢ is in the
context of measuring similarity between cities, modeled by their road infrastructure network. As
such, I use a set of road networks which are represented through their distribution of network motifs,
i.e. recurrent and statistically significant subgraphs or patterns in complex networks [[189, 259].

This section also provides a review of the current statistical methods being used in complex net-
works analysis and sets out to demonstrate that no existing methodology offers the same analytical
value as the fidelity ¢. I compare the efficiency of ¢ against available statistical methods (cosine
similarity, variance, covariance, Pearson correlation, Mahalanobis distance), as well as against the
fractal dimension [242]. Taken together, ¢ offers a better (and synthetic) overview of the analyzed
data sets; it is also being integrated by the authors into Gephi [30] - the leading tool in visualization
and analysis of large networks.

The appendix is organized as follows. Section [A.2 describes the perspectives and existing solutions
to measure network similarity, then presents the empirical and synthetic data sets used in the study
for validation of my metric; Section [A.3 explains the mathematical theory behind the fidelity metric;
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Section [A.4 presents a detailed discussion that proves the superior power of my proposal compared
to existing similarity measures, and explains how one can define a realism threshold for synthetic
networks; Section [A.5 draws the main conclusions for this proposed metric.

A.2. Analyzing complex network structures

In this section I present an overview on the state of the art concerning the comparison of complex
networks, and discuss the corresponding statistical methods. Furthermore, I introduce an experi-
mental setup that aims at exemplifying the usage of ¢ in both technological and social networks.

A.2.1. Graph metrics and motifs

Empirical studies done over a variety of natural and synthetic networks have resulted in the definition
of several metrics used to describe and measure networks. Out of these, the fundamental metrics are:
the average path length (L), the clustering coefficient (C) and the degree distribution (P(k)) [281,
25, 246]. A more in-depth analysis of complex networks is obtained by measuring the centralities,
modularity, graph density and diameter [[10, 276].

The average path length (L) of a network is the mean distance between two nodes, averaged over
all pairs of nodes [276]. The clustering coefficient (C) is defined as the average fraction of pairs of
neighbors of a node that are also neighbors of each other [276]. The degree of a node is defined as the
total number of its (outgoing) edges. Thus, the average value of the degrees, measured over all nodes,
is called the average degree of the network. The degree distribution over a network is characterized
by a function P(k) [276]. The diameter of a network is the maximal distance among all distances
between any pair of nodes in the network [276]. The network density is defined as the ratio of edges
in the network to the total number of possible edges [150]. Modularity is a measure that shows the
strength of the division of a network into communities [205]. A high modularity means a strong
presence of well-delimited communities, while a low modularity models an interleaved small-world
society.

Another considered property of graphs are network motifs, which were introduced by Milo et.
al. [I89]. Each motif is a subgraph defined by a particular pattern of interaction between graph
nodes, and can reflect a framework in which particular functions are achieved efficiently. Motifs
have recently gathered much attention as a useful concept to uncover structural design principles of
complex networks [178]. Although network motifs may provide a deep insight into the functional
abilities of a network, their detection is computationally challenging even by current standards.

Considerable progress has been achieved in the areas of biology and genetics, where motifs are
associated with functional roles of transcription regulation networks which control the expression
of genes [11]. Another related study proves that motifs can be efficiently used to describe urban
topologies and quantify their traffic flow properties [259].

A.2.2. Network specific comparison methods

Comparing data that characterizes real-world systems and phenomena aims at a deeper understand-
ing of the interaction patterns between these systems [281], 25, 246, 95, 131]. Using network modeling
to reveal shared topological properties of different networks helps understand these patterns even

149



A. Statistical fidelity: quantifying similarity between multi-variable entities

further [281, 141]. However, current network comparison methodologies suffer from limitation in
terms of analytical efficiency [[165].

In current network analysis, the comparison of two or more networks is done by performing indi-
vidual metric comparisons [116]. While such an approach is useful when trying to capture one spe-
cific feature of the network, it fails to create a general overview of the similarity between the analyzed
networks [66, 165]. Similar work aimed at comparing the importance of graph metrics concludes
that each metric captures only specific attributes of the network [35, 49]. Consequently, Bigdeli et al.
consider that further study on the effect of each graph metric is needed in order to be able to reliably
find synthetic topologies that fit the characteristics of empirical networks [35].

The network dimension is a key feature in understanding not only network topology, but also dy-
namical processes on networks, such as diffusion, percolation and other critical phenomena [73].
The fractal dimension dp [242] is proposed based on the belief that complex networks are not in-
variant or self-similar under a length-scale transformation. Fractal dimension has been measured
on multiple varied real-world networks like the WWW, biological networks, actor networks.

A similar topological approach, oriented towards the similarity of graph nodes, proposes a measure
based on the concept that two nodes are similar if their immediate neighbors in the network are
themselves similar [156]. The approach relies on simulator-generated networks and proves that the
topological perspective offers much better insight into similarity than generic statistical metrics.

From a topological perspective, existing studies are available on both classifying complex networks
[141, 261] and structural pattern detection [215]. However, rather than being a measure of similarity,
these methods serve as meta-analysis techniques..

A.2.3. Statistical methods for similarity

The statistical methods with which I can assess the topological similarity of networks are the cosine
similarity [249], variance, covariance, Pearson correlation coefficient (PCC) [245], the Mahalanobis
distance [174]. Other methods used in network analysis which are adopted from statistics include
the T-test and the ANOVA test (analysis of variance). There is no single statistical approach that
is used in current research on complex networks, because there is no unified metric that provides
normalized values which are specifically tailored for comparing networks. Yet, the most intuitive
and used metrics are the Euclidean distance, Pearson correlation [244] and cosine similarity [249].

The cosine similarity S¢ is a measure of similarity between two vectors that expresses the cosine
of the angle between them, not from the perspective of magnitude, but from that of orientation. The
technique is commonly used to measure cohesion within clusters in the field of data mining [249].
The cosine can be defined as:

> i1 AiBi
VI (A% [ (B

The resulting similarity between vectors A and B ranges from —1 meaning exactly opposite, to 1
meaning exactly the same, with 0 usually indicating independence. This metric can be applied in my
context by building a vector with elements consisting of each measured graph metric of interest. It
would translate into a multi-dimensional vector with each dimension given by a different metric (e.g.
degree, average path length, modularity)

cos(f) = (A.1)
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Variance measures how far a set of given numbers is spread out, proportionally indicating the
difference between the numbers. A variance of zero indicates that all the values are identical. The
variance can be defined as:

var(X) = E[(X — p)?] (A2)

where F/(X) is the probability that X occurs and p is the reference value for X.

Covariance is the measurement of how much two variables change together. The sign of the covari-
ance shows the tendency in the linear relationship between the variables. The covariance between
two variables x and y can be defined as:

cov(w, y) = E[(x — pa) (y — p1y)] (A.3)

The Pearson correlation coefficient (PCC) is a measure of the linear dependence between two vari-
ables X and Y, giving a value between +1 and -1, where +1 is total positive correlation, 0 is no cor-
relation, and —1 is negative correlation. The PCC is commonly being used for network comparison,
like in the work of Barabdsi et al. where the authors use it to correlate co-expression networks in the
context of gene networks [27(]. The PCC for two populations is defined using the covariance as:

cov(X,Y)

p(X,Y) =
ox Oy

(A.4)
where o x is the standard deviation of X .

The Mahalanobis distance, also known as the D?-statistic, is a method of multivariate analysis that
has gained wide popularity in problems arising in biological, psychological and economic research
[22]. Tt is a descriptive statistic that provides a relative measure of a data point’s distance from a com-
mon point. Given a vector x = (z1,x2, .., T ), formed by the actual measured metric values, which
we want to compare with a reference (mean-value) vector . = (1, p2, ..., ftn) the Mahalanobis
distance can be defined as:

D(x) = /(x — TS~z — p) (A5)

where S is the covariance matrix.

Fractal dimension (dp) is a mathematical function representing the topological complexity of a
structure, which is also applicable on complex network topologies [242]. As self similarity - the infi-
nite scaling property of fractals - is capable of synthetically capturing the common network structure
and offers a way to unravel the universal characteristics of many complex networks [175,[169], I con-
sider it a strong competitor for ¢. Fractal dimension is defined as a ratio comparing how detail in a
pattern changes with the scale at which it is measured; the most common algorithm for determining
fractal dimension in graphs is the box-covering method [243]. This method consists of covering an
entire network with the minimum number of boxes Ny of linear size B. If the number of boxes
scales with the linear size B following a power-law, then dp is the fractal dimension of the graph
according to the following Equation:

Np(lg) ~ 15"
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A.2.4. Experimental setup

I present a set of empirical data that will be used to demonstrate the efficiency of using ¢. While
the metric remains open to be used in any complex network context of choice, my demonstration
focuses on the fields of social and technological networks. To this end, I introduce validation datasets
consisting of empirical online social networks, and a set of urban road networks.

Social network datasets

The empirical online networking data sets are made available by the Stanford Large Network Dataset
Collection [[I57]. As social platforms are unquestionably part of our lives, I use Facebook, the largest
virtual society to date with over 1 billion users [93], as the main source for collecting data, but I also
use Twitter, Google Plus, Wikipedia and Gnutella.

The data obtained for the online networking sites is represented under the form of .edges files which
contain the set of edges between nodes. Each edge is defined by a pair of source node ID and target
node ID. All data is anonymous (i.e. numeric IDs), as it represents user information from the par-
ticular site. I parse the data and create .gdf files which are used as input for Gephi. The upper half
of Table [A.]] details the empirical data to be used as a baseline for demonstrating the efficiency of ¢.
The presented networks originate from Facebook — FB1 (333 nodes), FB2 (747 nodes), Google Plus
- GP1 (347 nodes), GP2 (521 nodes), Twitter - TW1 (231 nodes), Wikipedia — Wiki (7115 nodes)
and the Gnutella file sharing service - Gnu (8114 nodes).

Table A.1.: The basic metrics for the seven representative online social networks and the five syn-
thetic topological models. The numerical values for average degree (AD), average path
length (L), average clustering coefficient (C'), modularity (M od), diameter (Dmt), den-
sity (Dns) are measured using Gephi.

AD L C Mod Dmt Dns
FB1 15.13 3.75 0.557 0.45 11 0.046
FB2 80.39 2.56 0.639 0.53 7 0.108
GP1 12.15 3.90 0.404 0.44 12 0.035
Empirical GP2 38.09 2.34 0.447 0.20 7 0.073
TWI1 12.39 2.68 0.239 0.28 7 0.054
Wiki 14.57 3.34 0.081 0.42 10 0.002
Gnu 3.21 7.05 0.005 0.45 20 1E-04
S-World 3.99 5.61 0.321 0.73 11 0.005
S-Free 3.12 4.60 0.015 0.62 10 0.003
Synthetic Cellular 11.39 3.79 0.599 0.91 7 0.02
Geographic 6.63 3.34 0.065 0.52 8 0.013
WSDD 21.58 4.59 0.738 0.9 9 0.041
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In terms of synthetic data, I use a range of network models. My study uses the small-world model
of Watts and Strogatz [281], the scale-free model of Barabasi and Albert, based on preferential at-
tachment [25], the Watts-Strogatz model with degree distribution (WSDD) [57], cellular networks
[263] inspired from the observation of covert networks like terrorist organizations, and the static-
geographic model [154] used when taking spatial distances into consideration. The motivation for
choosing these five networks (see Figure [A.1)) lies within the topological diversity of each: the first
two are fundamental models for network science, while the latter three combine properties of the the
previous.

A representative topology is generated for each of the five synthetic networks, as I present the
resulting graph metrics in the lower half of Table [A. 1. The algorithms for generating all the analyzed
networks, as originally described by their respective authors, are implemented as Gephi plug-ins by
this paper’s authors. Trying to shed light over the results from Table [A.1 and Figure [A.T) in order to
find a synthetic network that best fits an empirical social network is a cumbersome job, because each
of these structures fails to capture the nature of the empirical data for most of the metrics. Relying
on just a graphical comparison between Figure [A.Tc (empirical friendship network) and the rest of
Figure [A.]] can be considered subjective and non-quantifiable. A numerical comparison is much
more desirable, but a metric to correctly measure the similarity between the empirical data set and
the five synthetic networks does not exist.

Road network datasets

The road information data is obtained from the online repository OpenStreetMap. This data is parsed
into a gexf file format using a customly implemented python plugin. Thus, I render all intersections
as a node list, and all city streets as edges between nodes (i.e. intersections). The edge data is further
parsed to extract only a plain edge list text file. This serves as an input for FANMOD (FAst Network
MOtif Detection tool) [284], a fast and lightweight tool based on the RAND-ESU algorithm [283].
FANMOD takes as input an edge list in text format, in order to generate a detailed motif distribution
statistic.

The explained process is repeated for each selected city. My study relies on six diverse cities for
analysis: Augsburg (272K inhabitants, 6097 nodes, 7929 edges), Bratislava (415K inhabitants, 5968
nodes, 7494 edges), Budapest (1.7M inhabitants, 12038 nodes, 17309 edges), Cluj-Napoca (324K
inhabitants, 2321 nodes, 3051 edges), Constanta (283K inhabitants, 2794 nodes, 3994 edges), and
Timisoara (319K inhabitants, 4070 nodes, 5542 edges). The geographical information originates from
Wikipedia, and the graph modeling and analysis is done in Gephi [30]. After obtaining the motif
distributions my main goal is to quantify the similarity between the studied cities.

The acronyms of the cities used further in my discussion (subsection [A.4.2) and in Tables [A.2 and
[A.10 correspond to: Augsburg (Agb), Bratislava (Brt), Budapest (Bud), Cluj-Napoca (Clj), Constanta
(Cns), and Timisoara (Tsr). For motif size & = 4, I obtain six relevant motifs that characterize
each city, thus D" = {m{"™ m$™, mglty, m3", mglty, mglty}. Each motif occurrence m?ty isa
percentage representing the number of motifs of size & = 4 that exist in the topology of city (see Table
[A.2). All motifs are named by the IDs resulting from their adjacency matrix, as found in literature
(11, P61].
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WSDD Real FB

Figure A.1.: State of the art social networks. All topologies are synthetically generated using Gephi.
a. A small-world network with 500 nodes. b. A scale-free network with 500 nodes.
c. A cellular network with 500 nodes. d. A static-geographic network with 500 nodes.
e. A WSDD network with 437 nodes. f. A real Facebook network with 590 nodes.
By running a community detection algorithm, all nodes are colored according to their
belonging community.
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Table A.2.: Occurrences of undirected motifs of size 4 in the road networks of each city. The most
relevant six motifs are given, which account for approximately 90% of the total network

structure.
Motif IDs
28 74 140 392 536 2116 Total [%]

Agb 6.02 1957 2144 18.66 19.1 5.8 90.6

Brt 5.62 1878  23.24 19.03 17.43 5.77 89.9
Cities | BUd 7.22 18.42 16.37 1844 2451 7.25 92.2

clj 6.23 18.01 18.67 19.93 223 6.64 91.8

Cns 8.33 17.41 11.67 17.13 30.72 8.36 93.6

Tor 7.16 18.04 14.92 1862  26.56 7.39 92.7

A.3. Theory and calculation

Let there be a reference complex network topology M = (V, E), where V is the vertex (node) set
and E is the edge (link) set, and another network M; of any origin, be it natural or synthetic. I want
to numerically express the similarity between M; and the reference M. A maximum fidelity of 1 rep-
resents complete similarity, while a minimum fidelity of 0 represents complete dissimilarity between
the two compared networks. I do this by measuring and comparing their common individual graph
metrics. The fidelity is not dependent on the choice of metrics of interest, however it is customizable
to allow a weighted comparison.

Depending on the context of the problem, any numerical value that is representative for a network
can be used. In the results section I consider all six mentioned graph metrics as relevant, however,
in this section I propose a more abstract exemplification. As an illustrative example, let there be four
network metrics, noted as g, b, ¢ and d, with their respective average measurements m,, mp, m. and
mg > 0. These represent the averages over an arbitrary number of repeated measurements over M.
Now let there be network M) which can be described through the same metrics, having ml, mi, m}
and m} > 0 as respective measurements. The goal is to quantify the similarity between M and M;
using the provided measurements, and be able to determine how close the network is to the reference
M. The step-by-step mathematical formulas are accompanied by a set of examples, as shown in Table
'A .

Table A.3.: Example values for M and M used to demonstrate the presented formulas.

a b c d
(1) M 0.3 0.7 3 50
(2) M, 0.4 0.5 7 82
(3) d} 0.1 0.2 4 32
(4) rl 0.75 0.71 0.43 0.61
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Lines (1) and (2) in Table [A.3 define the values of the four metrics for the two networks being com-
pared. The first approach is to determine the absolute distance d between each pair of measurements:

di = |mi —mj| (A.6)

where i = {a, b, ¢, d}. Thus, dz1 is the distance of metric indexed 7 of network M7 towards the metric
with the same index of the reference M (e.g. it can express the distance between the modularities
of the two networks being compared). Line (3) in Table [A.3 shows that while metrics a and b can
be compared using just this simple method, metrics c and d are of a different magnitude. Thus, a
normalization of the values is imposed to obtain a ratio r as follows:

S min (m;, mll)

= A7
' maz (m;, m}) a7

where i = {a,b, ¢, d}. The normalization imposes that all values measured on different scales are
brought to a common scale for proper comparison. Line (4) in Table demonstrates this, as all
four metrics are brought within the unit interval [0,1] by dividing the smaller value by the larger
value of the two metrics. The remaining problem, however, is of intuitive nature, as I can further try
to express the dissimilarity (distance) or the similarity between the networks. A distance, as defined
by 1 — r} would suggest that the closer the metrics are, the closer ¢ should be to 0. On the other
hand, a similarity, as defined by r}, imposes that the closer two metrics are, the closer ¢ is to 1 (i.e.
100% match). Both formulas can be discussed, but as I want to quantify similarity, I will further use
Equation [A.7 in defining .

After obtaining the normalized comparison values I can combine them in three manners to com-
pute ¢: as a product (¢g: geometric ¢), as a sum (@ 4: arithmetic () or as a combination of both
(¢m: harmonic ¢). By using the example with network M7, I obtain:

1
va=o/[Irh (a8 YA = Lin (A.9) 1. r!
i n Y Zinll (A.10)
il )

Avg (TZ

where Awg is the arithmetic mean operator computed over the example set of four metrics, with
i ={a,b,c,d}.

While all three variants of ¢ can be used, individually or in parallel, I propose the usage of the
arithmetic function (¢ 4) due to its simplicity. As there are no negative metric values, the arithmetic
fidelity is reliable (i.e. not summing up negative numbers to positive ones), and if there are no mea-
surements of 0, then the geometric and harmonic fidelities are also reliable (i.e. multiplication with
0 is avoided). Table [A.4 exemplifies the calculation of the three fidelities. I also introduce another
network M, with the measured values given in Table &4, on which 77 is computed. The differ-
ence between the two fidelities is expressed as percentage and is obtained as a ratio of the distances:
(1= h) /(1= %)

Having the quantified expressions for the similarities (M, M;) and (M, Ms) from Table A4, one
can say that, for example, the first network topology M is 3.3% more similar to the reference than
the second network topology M5 in terms of ¢ 4, 13.3% in terms of ¢, and 22.3% in terms of .
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A.3. Theory and calculation

Table A.4.: Example values for M, M; and M> used to demonstrate the calculation of ¢ 4, ¢ and
PH-

a b ¢ d A e PH
M 0.3 0.7 3 50
My 0.4 0.5 7 82
7’1-1 0.75 0.71 0.43 0.61 0.62 0.61 0.59
Mo 0.5 0.2 3 90
7"? 0.6 0.29 1 0.56 0.61 0.56 0.52

There is one last observation regarding the ratio  defined in Equation [A.7, which is used in the
composition of ¢. The distance function d defined in Equation [A.§ is asymmetric, and this undesired
property can be observed in Figure [A.2. While the distance from the reference value should grow
symmetrical on both sides (towards the origin and towards infinity), the ratio r falls linear towards
the origin (left) and logarithmic towards infinity (right), meaning the distance grows faster towards
the origin. The example in Figure displays a metric comparison for two networks: one with a
measured value 1 = 1 and the second one with a measured value of x5 = 5. As the reference is
x = 3, both measurements x; and x5 are equally distant, thus their r ratio should be equal. However,
due to the asymmetry of the function, (3, 1) = 1/3=0.33 and (3, 5) = 3/5 = 0.6. Equation [A.7 needs
to be improved so that both values of 7 result in 0.6, offering a logarithmic decrease on both sides of
the reference value.

Consequently, we introduce the notation ar for the asymmetric r function ([A.7), the one depicted
in Figure [A.2, and sr for the symmetric function. Also, another issue is the scenario in which the
reference value is z = 0. If we look at Equation [A77, this scenario would lead to a ratio (0, x) = 0,
regardless of the measurements being compared to x. To make the fidelity usable with reference
values of x = 0, we add another branch to Equation [A.7, which enables the comparison with real-
world measurements that are approximated to 0. By improving on Equation [A.7, sr is defined as:

min (m;, 2m;—m}) . 1 . .
ma;r((mz,Qm)l ml) if m; < mg, m; >0
e M ; 1 ) )
5T maz (m;, m}) iof m; = mg, m; >0 (A.11)
L Zf m; = 0

mzl-i-l

The first branch of the function sr ensures that the result for all measurements which are smaller than
the average have the same value as the symmetric measurements which are greater than the average.
Figure [A.3 displays this property of the symmetric function. The third branch shows a logarithmic
convergence from sr}(0,0) = 1 to 57} (0, 00) = 0.

Using the symmetric ratio ([A.T11), Equations [A.§-[A.1(] are redefined using sr instead of r. That is,
the arithmetic network fidelity metric becomes:

1
=15 (A.12)
n 1
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Figure A.2.: The asymmetric r function re-
sults in different values for two Figure A.3.: The symmetric r function ren-

equally distant values, with re- ders the same values for two
gard to the average = = 3. equally distant values, with re-
gard to the average x = 3.

Table A.5.: Example values for M, M; and M5 used to demonstrate the calculation of v 4, g and
p using the symmetric ratio  defined in Equation 13.

a b c d ©vA e o
rl 0.75 0.78 0.43 0.61 0.6425 0.626 0.608
r? 0.6 0.58 1 0.56 0.685 0.66 0.648

which means that the fidelity of network M towards network M, using the four supplied metrics
i = {a,b,c,d} and n = 4, is ) - the average mean of the symmetric ratios for each metric.

If I repeat the similarity measurements done in Table [A.4 over the example network M, M; and
My 1 obtain a new conclusion which is quantified in Table A.5.

By applying the symmetric ratio formula, the two highlighted values in column b change in such
a way that, compared to the results from Table [A.4, network M5 is now closer to the reference M. I
can conclude that M5 is 13.5% closer (more similar) to M than M in terms of @ 4.

By analyzing the expression of sr in Equation [A.T1 I conclude that:

o Ifm} 1) can be simplified to m;, and the ex-

pression maxn (m;, 2m; —m}) can be simplified to 2m; — m].

< m, then the expression min (m;, 2m; — m.
1

i

o If m} > m; then the expression min (m;, m}) becomes m; and expression maz (m;, m})
becomes ). Using both observations, Equation [A.I] can be simplified as:

158



A.3. Theory and calculation

i i fmb < mg, m; >0

2m;—my
sri = QM if mi > mi, m; >0 (A.13)
1 .
Y ifm; =0

DEFINITION 1 (Network fidelity ¢): Given a reference network M, and any network M being

compared to M, the arithmetic fidelity ¢/, which expresses the similarity of M; towards M is defined
as:

1 n m; . J . -
n Zi:l 2mb—l’mi Zf my <My, My = 0
1 n m; - J . L —
=< S mg if m; > m;, m; =0 (A.14)
1 n 1 ; —

where j is the index of network M, i is the index of the metric which describes the two networks
being compared, and n is the total number of metrics used in the comparison. The geometric fidelity
gojé is defined in the same manner, but it uses the geometric mean operator instead of the arithmetic
mean, and the harmonic fidelity goz;{ uses the harmonic mean operator respectively.

When doing multivariate analysis it often happens that I want a weighted approach, namely, one or
more metrics should be more important than others in specific contexts of interest. As Equation [A.T4
defines an unweighted, or equally weighted fidelity, I define the weighted fidelity metric to address
this issue.

DEFINITION 2 (Weighted network fidelity ¢): Given a reference network M, a network M;
being compared to M, and a vector w = {wy, w2, ..., w, } of weights for each common metric, the
weighted arithmetic fidelity ¢/ which expresses the similarity of M; towards M is defined as:

S w1><2m’l"_’m]> ifmg<mi,mi:0
(]5{4 =<3 (wi x :;) if mf >m;, m; =0 (A.15)
1 .
Z?:l w; X mg+1> Zf m; = 0
dwi=1 fori=1,2,...,n (A.16)
i

where j is the index of network Mj, i is the index of the metric which describes the two networks
being compared, n is the total number of metrics used in the comparison, and w; is the weight of
metric with index ¢. The sum of all weights must be equal to 1. The weighted geometric and harmonic
fidelities are defined identically, using their respective operators.

Choosing the actual weights is the responsibility of anyone who uses the ¢-metric. If, for example,
all metrics are considered to have an equal importance, then each weight w; = 1/n, and thus I obtain
the formula from Equation [A.14.
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A.4. Results

This section aims to validate the efficacy of ¢ by placing it in an applicative context. Concisely, I first
use the unweighted ¢ to express network realism in a social network scenario ([A.4.1), then I use the
unweighted ¢ to express network similarity in a technological network setup ([A.4.7).

A.4.1. Realism assessment in social networks

I apply ¢ in a real social network scenario, namely comparing and ordering state of the art social
networks in terms of fidelity towards empirical topological models. To this end, I use the empirical
data sets presented in Table [A.1 as references M for measuring ¢, and compare against the selected
state of the art synthetic topologies. In this particular application of ¢, Equation [A.T14 is instantiated
as follows: each empirical data set is used as reference M, and its metric measurements represent
m;; each of the five synthetic networks, indexed j, is compared against M based on its topological
measurements mf ; there are n = 6 metrics used for comparison, as described in Table [A.T].

By using the empirical FB1, GP1 and TW1 networks as references, Table [A.§ presents the resulting
 for the evaluated synthetic topologies: the scale-free (SF) model, the small-world (SW) model, the
cellular (Cell) model, the static-geographic (Geo) model and the Watts-Strogatz model with degree
distribution (WSDD). Table [A.€ also provides the values for the statistical methods presented in Sec-
tion [A.2.3. By ordering the synthetic models in descending order of their ¢ 4 values I obtain the
ranking of similarity towards the empirical reference networks. To demonstrate how ¢ can be used
as a measure of realism I have added another empirical dataset in each of the Tables [A.g.1-3. Through
the usage of ¢ 4 I can make a distinction between synthetic and real-world networks. Specifically in
Table [A.6.1, the GP1 network is 34% more realistic than the best synthetic model (Cellular). More-
over, through comparison with the empirical network GP1, which has an inherent similarity to FB1
that is network independent (i.e. both are empirical friendship networks), only the Mahalanobis dis-
tance and the fidelity ¢ determine GP1 to be the most similar friendship replica of FB1. The same
observation holds for Table [A..2, where TW1 is shown as the most similar to the reference GP1. In
the last scenario, only ¢ manages to find GP2 as the most similar to the reference TW1, while the
Mahalanobis distance finds it very dissimilar.

All similarity measures are applied using six unweighted graph metrics: average degree, average
path length, average clustering coefficient, modularity, diameter and density. Table [A.7 highlights
the best matching network in terms of single-metric comparison for each of six used metrics.

By using only ¢, it can be concluded that the cellular network (Cell) is the best network fitting a real
friendship network with ¢ 4 = 0.765, while the scale-free model provides the least similarity with ¢ 4
= 0.673. We can also conclude that the WSDD model is a good candidate for modeling friendships
because its (4 is close to the cellular fidelity, while the small-world provides less realism because it
has a lower ¢. Comparing the best and the worst networks using ¢, it can be said that the cellular
network is 39% better, or closer to the reference network FB1 than the scale-free network. Analyzing
Table [A.7 it is clear that it is not possible to make accurate distinctions between the networks if the
comparison is made using each metric individually (i.e. using the distance Equation [A.§ for all six
mentioned metrics). Even though Table [A.7 highlights the Cellular network as the most similar (in
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Table A.6.: The fidelity metric (¢ 4), cosine similarity (cos), variance (var), covariance (cov), Pear-
son correlation (PCC) and Mahalanobis distance (Mah) applied over state of the art net-
works, using each of the three empirical friendship networks as references. Unique values
marked with star (*) on each column correspond to the best network as measured by the
respective metric. An additional empirical social network is added to serve as a reference
for comparison in each table.

[A.6.1. Using the FB1 Facebook friendship network as a reference.

FB1 cos var cov PCC Mah YA
SW 0.82 25.25 15.22 0.67 52.09 0.682
SF 0.80 24.44 13.35* 0.64 59.30 0.673
Cell 0.99* 25.83 23.67 0.99* 5.8* 0.765*
Geo 0.96 23.30* 17.56 0.93 29.67 0.717
WSDD 0.97 45.90 42.26 0.96 17.38 0.754
GP1 0.99 31.08 30.28 0.98 3.654 0.825
[A.6.2. Using the GP1 Google Plus friendship network as a reference.

GP1 cos var cov PCC Mah ©vA
SW 0.89 2191 16.41 0.79 28.36 0.697
SF 0.87 21.0 14.60* 0.78 33.52 0.668
Cell 0.97 22.54 20.57 0.95 0.34% 0.745*
Geo 0.99% 19.87* 16.71 0.98* 12.60 0.718
WSDD 0.93 42.98 35.18 0.88 36.69 0.683
TWI1 0.96 24.61 22.66 0.94 0.64 0.756
[A.6.3. Using the TW1 Twitter friendship network as a reference.

TWI cos var cov PCC Mah ©vA
SW 0.75 17.94 10.01 0.56 32.33 0.559
SF 0.73 16.74 8.65* 0.54 36.61 0.554
Cell 0.99* 18.75 18.53 0.99* 1.12% 0.658
Geo 0.93 15.63* 12.86 0.88 13.74 0.673*
WSDD 0.99 40.34 34.0 0.98 36.27 0.562
GP2 0.94 108.16 57.59 0.92 269.9 0.712

Table A.7.: The best individual matches to the FB1 friendship network according to each separate

metric.
AD L C Mod Dmt Dns
FB1 Cell Cell Cell Geo SW WSDD
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terms of AD, L, C) one cannot express this similarity numerically, nor can any conclusions be taken
on behalf of the other networks.
The conclusions that can be drawn with regard to the competing statistical methods are:

« Variance and covariance are not suitable for quantifying similarity since their numerical values

express a correlation between the magnitudes of the different metrics rather than correlation
between the networks being compared. Additionally, neither of them are normalized (see Table
[A.6), making the numerical interpretation harder. Particularly, covariance behaves worst on
all data sets.

Cosine similarity and PCC offer identical results on these data sets, together with the Maha-
lanobis distance. They are both normalized values within the unit interval, but both offer dif-
ferent results for networks that are symmetrically distant to the reference metrics. This is one
of the key features and contributions of ¢, namely that it provides equal values for symmetrical
networks. This aspect was detailed in Figure [A.3 and Equations [A.7, [A.T1].

The Mahalanobis distance and ¢ are the only symmetric measures, but on the other hand,
unlike the cosine similarity and PCC, it is an absolute, rather than a normalized distance (e.g.
Euclidean distance in particular cases), thus making fair comparison harder.

The Mahalanobis distance and ¢ result as the best options for quantifying similarity, both being sym-
metric, but there is one more aspect which makes ¢ stand out uniquely. Table [A.§ shows a synthetic
example in which four networks M;_4 are compared with a reference M using two metrics a and b.

The first observation is that for M; and Mas, whose metrics vary by the same magnitude, but on a
different scale (i.e. 50% variation from reference), ¢ gives the same results, while the Mahalanobis
distance scales up by a ratio equal to the square of the variation (i.e. x102). Therefore, the Maha-
lanobis distance is not scale-free (i.e. depends on the network size) and is impossible to normalize.

Table A.8.: The fidelity metrics ¢ 4 and ¢ 7, and the Mahalanobis distance measured on four networks

compared to the reference M. The cells marked with star (*) are marking the counter-
intuitive results. The results display the fact that ¢ does not depend on the network size
(i.e. it is scale-free).

a b Mah YA OH
M 20 200
My 10 200 70.71* 0.833 0.8
My 20 100 7071* 0.833 0.8
Ms 20 199 0.707 0.997 0.997
My 20 +o00 +o00* 0.5 (i

The second observation is highlighted by the results for networks M3 and M. The first one varies
by a small margin, while the second one has a theoretically infinite variation for metric b. While the
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Mahalanobis distance rises to +oo (i.e. complete dissimilarity), ¢ 4 lowers to only 0.5 and not 0. The
feature of  is that it keeps a proportion of the similarity for each metric that is compared. In this
example, having two metrics with equal weights, both have a proportion of 0.5 of ¢. That is, the (huge)
variation of one metric will not affect the impact of the others in the final value. The final observation
is an argument of why I propose ¢4 as the most robust of the three variants. The geometric and
harmonic fidelities rely on multiplication rather than addition, a problem that is highlighted in Table
A.8. The py multiplies the distance ratios of the two metrics and because one of them is 0, the
resulting ¢ will be 0.

The conclusions that can be drawn from Tables [A.§ and [A.7] are that single metric comparisons,
variance and covariance are not well suited for measuring the similarity between social networks,
while the cosine similarity, Pearson correlation, Mahalanobis distance and ¢ offer correct insights on
similarity. However, ¢ is the only metric that is normalized - making scale-free comparisons possible
- and symmetric - making symmetrically distant networks equally similar towards the reference.

As a consequence, I can further define realism as  over a certain threshold 8 (i.e. 0 < 0 < ¢ < 1)
in a specific context. Figure [A.4 represents the numerical data measured on the presented social
networks. In addition to the conclusions already discussed for each empirical network, the figure
highlights the fact that, overall, Facebook friendships (FB1) are better replicated by all networks (i.e.
higher ¢), while the Gnutella file-sharing network (Gnu) is the least accurately replicated (lowest
). Thus we can conclude that collaboration networks with the characteristics of the Gnu network
are less accurately reproduced with a state of the art synthetic complex network topological model.

Fractal dimension of complex networks

Many researchers have studied the self-similarity property and dimension of complex networks [[169]
in search of a deeper understanding of the underlying mechanism based on the common graph
metrics. As self-similarity refers to the infinite scaling property of fractals (scale-free-ness), it is
considered capable of quantitatively capturing the common network structure of complex networks
[175,[169]. Table [A.9 shows the dp values measured on all networks: empirical and synthetic. I have
used the box counting algorithm described in [247] to compute the numerical values of the fractal
dimension.

The results from Tables [A.f and [A.g offer a comparison between the five synthetic networks and
each empirical dataset. As can be seen, the fractal dimension does not offer clear and consistent re-
sults regarding similarity between networks. For example, while the scale-free network is the least
similar to Facebook friendships, it is the most similar with regard to Google Plus friendships, a con-
clusion which is conflicting with the fact that both of them are similar friendship networks.

A.4.2. Similarity assessment in technological networks

Based on the datasets introduced in Section [A.2.4, T present the results of the similarity measurement
in the context of technological networks.

For each city I obtain a distribution D,iity , which is a vector of normalized percentages corre-
sponding to the occurrences of each individual motif of size k. To correlate any two vectors of same
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Figure A.4.: Graphical representation of the network fidelity ¢4 measured for each of the five state

of the art networks: small-world (SW), scale-free (SF), cellular, static-geographic and
WSDD. ¢ is measured against the four empirical reference networks: friendships on
Facebook (FB1) and Twitter (TW1), respectively collaborations on Wikipedia (Wiki) and
Gnutella (Gnu). The threshold 6, at 60% similarity, divides the networks into realistically
accurate ones (green upper-half) and realistically inaccurate ones (red lower-half). The
value for 6 chosen here is purely illustrative for this example.

Table A.9.: The fractal dimension of each synthetic network, replicated over five columns, each corre-
sponding to an empirical reference network. Each column highlights the closest d g value
compared to the dp values of each reference network (in column header) using a star (*)
symbol.

Empirical references

FB1 FB2 GP1 GP2 TW1
dp 2.60 3.21 4.12 5.95 3.83
SW 2.65* 2.65 2.65 2.65 2.65
SF 4.46 4.46 4.46* 4.46* 4.46

Synthetic Cell 2.51 2.51 2.51 2.51 2.51

Geo 3.51 3.51* 3.51 3.51 3.51*
WSDD 2.03 2.03 2.03 2.03 2.03
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Table A.10.: The fidelity metric (i 4), cosine similarity (cos), variance (var), covariance (cov), Pearson
correlation (PCC) and Mahalanobis distance (Mah) applied on the motif distributions
of each road network. Values marked with star (*) on each column correspond to the
best network as measured by the respective metric.

[A.10.1. Using Augsburg (Agb) as a reference.

Agb cos var cov PCC Mah YA
Brt .998* 44.61 44.04 .988* 2.83% .804*
Bud 981 41.14* 36.16 .88 24.45 .802
Clj .993 42.02 40.14 955 9.27 .651
Cns 928 51.12 30.41* .603 101.8 .597
Tsr .968 44.36 35.69 .806 52.59 .687
[A.10.2. Using Cluj-Napoca (Clj) as a reference.

Clj cos var cov PCC Mah YA
Agb 993 42.02 40.14 955 4.74* 816
Brt 985 43.68 39.78 912 19.24 815
Bud .996* 40.17* 39.01 971 5.68 .869*
Cns 962 50.14 38.87* .788 55.3 .709
Tsr 989 43.38 40.44 933 14.43 .854

size, for different cities, D,Cftyl and D,‘ftﬂ, I make use of my proposed fidelity metric. I sequentially

use each city as a similarity reference towards all other cities.

I offer an illustrative instantiation of Equation [A.T4 for my road networks case as follows: cities
Agb and Clj are consecutively used as references M, and their specific motif measurements mfity
represent m; (in Equation [A.14); each of the other five city networks, indexed j, are compared against
M based on their topological measurements m?; there are n = 6 motifs used for comparison, with
measurements 1] to my.

Table presents the resulting fidelities for the chosen topologies, and also provides the values
for the statistical methods presented in Section [A.2.3. The table contains the results for comparing
the empirical data in terms of motif size k = 4 (i.e. subgraph size). By ordering the urban topologies
in descending order of their ¢ 4 values I obtain the ranking of similarity to each reference network.
Looking at the results in Table [A.10.1, the p-metric promotes the cities Brt, Bud and Tsr as the top 3
most similar to Agb based on their roads’ motif distribution. The cosine, Pearson and Mahalanobis
metrics give the same results in terms of the most similar city, but order the remaining cities in
different manners. Variance and covariance fail at even finding the most similar city, namely Brt.
Similar observations are available for Table [A.10.2 in which Bud is found as the most similar city to
Clj, by the cosine similarity, variance, Pearson and ¢. Covariance and Mahalanobis fail to find the
best match. Furthermore, the other metrics order the cities by similarity to Clj in different manners.
As in the social network context, I show that ¢ is the superior metric for network comparison.

An important observation form Table [A.10.1 is that even though Bud has approximately twice the
number of nodes as Brt, and the reference Agb, ¢ easily finds the two networks similar to Agb (i.e.
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@ﬁ” = .804 and (pﬁ“d = 0.802). This is due to the scale-free property of ¢. On the other hand, all
other metrics - without exception - find a discrepancy between Brt and Bud.

By applying ¢ in social and technological networks I highlight that its usage is not limited to a
specific network type, or to a given set of graph metrics. One can choose any type and number of
metrics that are relevant to a particular study; anything from number of nodes to slope of degree
distribution may be used for comparison.

A.5. Discussion

In this section I have introduced the fidelity metric ¢ which represents a framework for compar-
ing complex network topologies based on common graph metrics. As such, I show the capability
of ¢ to asses network structure realism, with an application in the context of comparing synthetic
social networks to empirical social network topologies, as well as to asses network similarity, with an
application in the context of technological, urban road networks. In a similar manner, any type of
complex networks can be used for topological comparison. Moreover, I have presented the superior
analytical power of my metric as compared to individual metric comparisons, such as the fractal di-
mension, and the available statistical methods like the Pearson correlation and Mahalanobis distance.
Pearson correlation and the Mahalanobis distance are proven to be less efficient when compared to
. The fidelity can be measured using any (and any number of) graph metrics, including the ones
not mentioned in this work (e.g. networks size, average betweenness, slope of the power law degree
distribution, criticality etc.), in an unweighted context, as well as in a weighted context.

I show that the proposed fidelity metric stands out as the most accurate and intuitive framework
for assessing the similarity of complex networks, This work was published in the International Jounal
of Computer Mathemtics [256]. My future work is oriented towards applying this metric on other
natural and synthetic models and obtaining innovative insights.
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B. Uncovering the fingerprint of online social
networks using a network motif based
approach

Complex networks facilitate the understanding of natural and man-made processes and are classified
based on the concepts they model: biological, technological, social or semantic. The relevant subgraphs
in these networks, called network motifs, are demonstrated to show core aspects of network function-
ality and can be used to analyze complex networks based on their topological fingerprint. I propose a
novel approach of classifying social networks based on their topological aspects using motifs. As such,
I define the classifiers for regular, random, small-world and scale-free topologies, and then apply this
classification on empirical networks. I then show how my study brings a new perspective on differenti-
ating between online social networks like Facebook, Twitter and Google Plus based on the distribution
of network motifs over the fundamental topology classes. Characteristic patterns of motifs are obtained
for each of the analyzed online networks, and are used to better explain the functional properties behind
how people interact online, and to define classifiers capable of mapping any online network to a set of
topological-communicational properties.

“If your experiment needs statistics, you ought to have done a better experiment.”

X Ernest Rutherford
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B.1. Motivation

Complex networks cover an active area of scientific research inspired largely by the empirical study
of real-world networks such as communication networks, economical networks and social networks.
They are classified into four major types, based on the context which they model: biological networks
(e.g., metabolic networks, transcription regulatory networks, protein-protein interaction networks,
protein structure networks, neural networks, ecological networks, natural food chains) [0, 276, 82],
social networks (e.g. friendship networks, citation networks, voter networks, world markets, political
structures) [246, 276, 214], technological networks (e.g., computer networks, electrical circuits, road
networks) [[10], and semantic networks (e.g. word-net [I88], recipe networks [250]). Without ex-
ception, all these networks can be represented as graphs, which include a wide variety of subgraphs.
One fundamental property of networks are the so called network motifs, which were introduced by
Milo et. al. [189]. They represent recurrent and statistically significant subgraphs or patterns in
these complex networks. The fact that motifs repeat themselves in specific networks, or even among
various networks, is highly correlated with the concepts of evolutionary theory. Each of these sub-
graphs, defined by a particular pattern of interactions between graph nodes, may reflect a framework
in which particular functions are achieved efficiently. Motifs are considered to have a notable impor-
tance today because they may reflect underlying functional properties [178]. In light of their ability
to uncover structural design principles of complex networks, motifs have been slowly adopted from
Systems Biology into the broader perspective of Network Science. Although they foster a deep in-
sight into the functional abilities of a network, their detection is computationally challenging even
by current standards.

Particular research has been done in the areas of biology and genetics where motifs are associated
with functional roles of transcription regulation networks which control the expression of genes [11].
Experimental studies show how motifs serve as basic building blocks of transcription networks. An-
other example is the understanding of how some cellular components are conserved across species
but others evolve rapidly [286]. A notable study brings forward this new motif-inspired paradigm
to uncover drug development strategies that help in the identification of drug target candidates [69].
A similar scientific track to my proposal is presented by Wang et. al. in a study focused on detect-
ing important nodes, not through the classic centrality metrics approach, but through specific motif
patterns[275].

While conceptually (and functionally), complex networks can represent biological, technological,
social or conceptual relationships between entities, I propose a motif-based analysis of networks from
the topological perspective. As such, the fundamental topological families are: regular networks, ran-
dom networks, small-world networks and scale-free networks [276]. Regular [56] and random net-
works [B86] represent the basics of complex networks. The effort to mathematically express accurate
and realistic models of natural phenomena (e.g. social influence, collaboration, internet communica-
tion) has been triggered by the observation of the three fundamental properties of complex networks:
average path length, clustering coefficient and degree distribution [246, 276]. The well-known mod-
els of small-world [281] and scale-free [25] networks both present these network properties. Since
their introduction to literature, a considerable amount of new networks have been added, yet all fall
into one of the two categories: small-world or scale-free. To recreate natural processes with a higher
fidelity, there are proposals which add the small-world property to scale-free models [[123, 96, 166],
or ones that add power-law degree distribution to the small-worlds [135, 57, 274, 296]. Thus the
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B.2. A new perspective over the related work

motivation of this section is to provide an analytical perspective over existing state of the art com-
plex topologies using an novel approach - classification using the network structure, namely through
network motifs.

In the second part of this section, I apply this novel perspective to differentiate between online
social networks. I use empirical data to demonstrate how real social networks can be classified with
different levels of appurtenance to the four topological models. Even though similar in nature, it is
shown in this appendix that Facebook networks, Twitter networks and Google Plus networks have
very distinct topological features, as revealed by the motif-based analysis. This points out to the
different features the three social platforms have in the real world.

I set out to measure the motif distributions of sizes 3 and 4 on a comprehensive database of undi-
rected online social networks. For this, I obtain encouraging results regarding the particular patterns
each of the three mentioned online platforms reveals. Their fingerprint is highly visible in terms of
distribution of triadic closures, which is correlated with the clustering of nodes and short paths in
the graph. The mark of triads is important as it has been shown to drive the scaling and emergence
of social networks in general [145]. Also, using my approach to reveal triadic closure formation is
correlated with the predictability of evolving contacts in human proximity networks [236], an im-
portant aspect of modern communication frameworks. The classifiers I obtain for each of the three
online social network classes are mapped onto the four topological families, and also provide a new
methodology of identifying key functional properties for new network data.

B.1.1. Research goals

In light of the general concept-driven approach to complex and social networks analysis, I propose
a new perspective of looking at networks from their topological point of view. This perspective is
conceptualized in Figure B.]] using the four main complex network classes: regular, random, small-
world and scale-free, and is provided by in-depth network motif analysis. Thus, I bring forth the
following main contributions:

o Large-scale computational generation and motif distribution analysis for the synthetic topol-
ogy classes. I obtain a distinct motif pattern for each such class.

« Comprehensive motif analysis of online social networks (Facebook, Twitter, Google Plus) from
which I obtain three quantifiable characteristic motif fingerprints.

« Mapping and similarity assessment of empirical networks onto topology classes, and defining
a general methodology for such an approach.

« Correlation and discussion of the individual motifs that occur in each fingerprint, and an out-
lining of the functional properties behind the three online social platforms.

B.2. A new perspective over the related work

Comparing complex networks is aimed at a deeper understanding of the interaction patterns between
these systems [281, 25, 246], and extracting their common properties helps improve the models even
further [281], 13, 141]. However, the predominant method of graph metric comparison suffers from
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limited information [[[65]. Some notable means of comparison are the distance ratio measure [49],
used to compare individual mental models, a comparison from the data analysis perspective [165]
and the study of the self-similarity of complex networks [247]. The network dimension is a key fea-
ture in understanding not only network topology, but also dynamical processes on networks, such
as diffusion, percolation and other critical phenomena [73]. The fractal dimension dp is proposed
based on the belief that social networks are not invariant or self-similar under a length-scale trans-
formation. Fractal dimension has been measured on multiple varied real world networks like the
WWW, biological networks, actor networks, and I will use it as an alternative to the standard metric
comparison.

From a topological perspective there are studies done both in the direction of classifying social
network models [I41] and of structural pattern detection [215]. These methods however serve a
higher level of meta-analysis rather than as measures of similarity.

The work done in the field of network motifs, since their introduction [189], has seen the definition
of several super-families of evolved and designed networks by the same authors [190]. They present
families of complex networks grouped together by the similar significance profiles (SP) of motifs in
the networks compared to the normal occurrence in random networks. These families include:

« Direct transcription interactions (in bacteria and yeast)

Signal-transduction interactions (cell signaling, neural networks)
« Web hyperlinks and social networks
» Word-adjacency networks networks (in English, Spanish, Japanese)

With great preponderance, all studies revolve around the classification of networks - empirical or
synthetic - from the conceptual point of view, into one of the mentioned four main categories. How-
ever, many of the functional properties inherent to the different classes of complex networks stem
from their underlying topological features. I thus propose an alternative perspective, in which I con-
sider any emergent complex network a mixture of the four fundamental topology classes: random,
regular, small-world and scale-free. In the context of social networks, for example, it is a well know
fact in literature that characteristics of each topology are present. Collaborations, sexual interac-
tions, friendships, and citation networks are good examples of scale-free networks [200, 276]; voter
networks, influence networks, food chains, and human communities are examples of small-worlds
[276,82], and they feature properties of regular organization and/or random long range links as well.
My main motivation for reclassifying networks based on topology is driven by the fact that each net-
work model can be characterized by a certain mixture of topological properties. I find out that this
mixture of properties creates specific patterns over which apparently diverse networks can overlap.
By applying this methodology on online social networks I bring an original contribution of how we
can do social networks analysis.

The core analytical instrument with which I define the classification based on topology classes is
network motifs. More specifically, given a distribution of motifs Dy over a network N one can
classify the network into one super-family which encompasses a particular concept (e.g. social, tech-
nological), but one cannot associate the distribution Dy with the fundamental complex network
topologies. Figure B.]] depicts the two types of classifications for complex networks. The solution to
this main outline is discussed in the next section.
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Figure B.1.: The two classifications of complex networks: the conceptual perspective versus the topo-
logical perspective.

B.3. Methodology

I propose a two step approach into classifying online social networks. First, I measure the distribu-
tions of motifs of sizes 3 (i.e. subgraphs with 3 nodes) and 4 on synthetically generated networks. I
have implemented the algorithms for generating regular mesh networks, Erdés-Rényi random net-
works [86], Watts-Strogatz small-world networks [281], and Barabasi- Albert scale-free networks [25]
in Gephi [30]. Gephi is a world-leading open-source large data visualization tool built on the Net-
beans framework using Java. After generating a relevant amount of such networks, ranging from 100
to 5000 nodes, with parameter values characteristic for each class, I use FANMOD to run the motif
detection [284]. FANMOD is a light-weight tool for fast motif detection designed using one of the
fastest detection algorithms available, RAND-ESU [283]. As depicted in Figure B.2, the first step is
to find the distributions D;.cg, D;nd, Dsw, Dy for the four corresponding topology classes.

All the generated and used networks are undirected and unweighted, since edges model mutual
social ties with no additional information regarding tie strength, reciprocity etc. Many studies (from
the originating fields of Medicine) rely on the analysis of motifs of size 3 in directed contexts. The
upper size limit is commonly imposed due to the computational complexity of detecting larger motif
structures. However, since we deal with an undirected context, the processing time is greatly reduced.
For example, there are 13 different combinations of motifs of size 3 in a digraph, as depicted in Figure
B.3, but only 2, respectively 6 undirected motifs of sizes 3 and 4. The codes of each motif depicted in
Figure B.3 are standardized in literature, and represent the serialized binary value of the adjacency
matrix (row by row) converted to a decimal value. For example, code 14 originates from the matrix
000 001 110 converted to base 10. In this section, I measure the distributions of motifs depicted in
Figures B.3b and B.3c, and will refer to them using the corresponding codes.

The second step is to run the same process of detecting motifs and determining the distributions
on the three chosen online social networks. I have chosen Facebook, Twitter and Google Plus as they
are the most popular sites in this field [93, 172]. The empirical data is gathered from the Stanford
large network dataset collection [[157], and from a comprehensive private repository populated with
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Figure B.2.: The process of classifying the three online social networks (Facebook, Twitter, Google
Plus) using the four topological classes. Each motif distribution of the social networks

(DrB, Drw, Dgp) is expressed as a combination of the four theoretical distributions
(Drega Drnd7 Dsw; Dsf)
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Figure B.3.: Motifs representation. a. All existing motifs of size 3 in a directed graph. b. The two types
of motifs of size 3 in an undirected graph. c. All existing motifs of size 4 in an undirected

graph. The code of each motif corresponds to the decimal value of its serialized adjacency
matrix.
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Facebook friendship graphs of students aged 19-25. The averaged results of running FANMOD on
these networks yields the characteristic distributions Drp, Drw, Dap.

To correlate the distribution vectors of the empirical datasets with each vector of the reference
distributions I use the existing fidelity metric ¢ [257] (See Appendix [A)). The metric is tailored to
express of similarity between any two generic vectors, in a weighted or unweighted context. In this
work I use the unweighted arithmetic fidelity metric.

By measuring all similarities one can express each empirical distribution using one or more distri-
butions of the four topological classes as:

Dj =0 X Dreg + 0™ X Dypg + 05" % Dy + 0 x Dyy (B.1)

where j is the index of any of the three social network distributions (i.e. FB, TW, GP;e.g. j = F B —
Dpp, o/l;eg, aang , OE, aﬁ,f p etc.), or any empirical complex network in general. The coefficients
o are obtained from the normalized similarities with each topology respective class. For example,
agg, is the normalized similarity of the Facebook motif distribution (vector) towards the distribution
found in regular networks.

The motif sizes used in this study are fixed to 3 and 4, that is subgraphs with 3/4 nodes are quan-
tified, not larger ones. While there are approaches in literature studying network functionality using
motifs of larger sizes (up to 6), I rely only on the size 3 and 4 motifs since there are few such distinct
patterns, are much more numerous to be found in graphs, and thus substantially more relevant [I1].

B.4. Dataset analysis

The presented motif-driven methodology requires the synthetic generation of networks pertaining
to each of the four topology classes (within the characteristic parameter values), and the acquisition
of friendship networks for each of the three online platforms. In this section I briefly present the
parameters and settings used for generating the data, as well as the graph metrics obtained for each
network class.

Even though friendship graphs vary in size significantly, from as few as 100 nodes to as many as
5000 nodes, it is a known statistic that the predominant majority of such networks revolve around
the size of 300 nodes [[113]. I thus generate data accordingly, and concentrate on synthetic networks
within that range. Moreover, I rely on public data gathered from the Stanford large network dataset
collection [I57] which offers networks of hundreds up to millions of nodes. Taking into consideration
the fact that graph size significantly impacts motif distributions, in order to enable a comparison at
the same scale, all chosen synthetic networks are within the range of real-world ego-networks. The
following datasets are used in this appendix:

« Regular: I have generated standard 2D mesh networks of sizes 200, 300 and 500.

« Random: T have generated random networks of the same sizes using the Erd6s-Rényi algorithm
[B6], and the wiring probabilities p; = 0.05 and p2 = 0.1.

« Small-world: multiple networks have been generated using the Watts-Strogatz algorithm [281],
with sizes 300 and 500 nodes, wiring distance k&1 = 2 and k2 = 5, and rewiring probability
p1 = 0.05and py = 0.1.
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o Scale-free: multiple networks have been generated using the Barabasi-Albert preferential at-
tachment algorithm [25], with sizes 200, 300 and 500 nodes.

« Facebook: over 50 different friendship ego-networks have been used for metric measurements
and motif analysis. Ten ego-networks are obtained from the Stanford large network dataset
collection [[157, I58] and have a total of 4039 nodes and 88234 edges, when combined. Fur-
thermore, I also rely on personally gathered data using the netvizz Facebook application [228]
with which I have obtained 50 ego-networks of sizes 150-5000 nodes.

o Twitter: using the same online repository [157], 973 Twitter circles are provided. The com-
bined network consists of 81306 nodes and 1.7M edges. For this study, I rely on 50 chosen
ego-networks, with sizes within the mentioned ranges of 200-500 nodes.

» Google Plus: I use 50 ego-networks from the same study of Leskovec et al. [158]. The combined
friendship network consists of 107614 nodes and 13.7M edges. The chosen networks are all
within 200-500 nodes.

Measuring the representative graph metrics over the acquired data gives conclusive results for average
degree (AD), average path length (L), average clustering coefficient (C), modularity (Mod), network
diameter (Dmt), and network density (Dns). Table B.1 shows the distribution of averaged topological
properties on each network class.

Table B.1.: Specific values for average degree (AD), average path length (L), average clustering coef-
ficient (C), modularity (Mod), diameter (Dmt), and density (Dns) averaged for each data
set.

AD L C Mod Dmt Dns

Regular 6.63 3.34 0.065 0.05 8 0.013
Random 755 240 0.049 0.27 4 0.050
Small-world 399 561 0321 073 11  0.005
Scale-free 3.12 460 0.015 0.62 10 0.003
Facebook 19.82 248 0.266 047 8.5 0.050
Twitter 12.39 2.68 0.239 0.28 7 0.054
Google Plus 12.15 390 0.404 0.44 12 0.035

B.5. Results and interpretation

Following the methodology description in Section 3, the first result is the motif distribution on the
four topology classes. The distributions D;.cg, D4, Dsw and Dy are depicted in Figure B.4 and, nu-
merically, in Table B.2. Important to note is that, for each class of networks in part, I have obtained
the same motif distributions regardless of network size or other specific parameters (presented in
Section 4). For example, all small-worlds exhibit the same distribution D, independent of the gen-
erated network size (100-5000 nodes) and of the rewiring probability p (0.05-0.1).
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Figure B.4.: The resulting motif distributions on the regular (D,.4), random (D)), small-world
(Dsw) and scale-free (D,y) topologies. The occurrence of each motif is expressed in
percentage in the central histogram for each network class in part. As can be seen, only
distinct motifs (not all) characterize each network class. All 6 motifs of size 4 are depicted
at the bottom of the figure.
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Figure B.5.: The resulting motif distributions on the online social networks: Facebook (Dppg),
Google Plus (D¢gp), and Twitter (Dy). The occurrence of each motif is expressed in
percentage. As can be seen, distinct motif patterns characterize each network class. The
codes of each motif are the same as the ones used in Figure B4

By applying the same methodology on the empirical data, I obtain the distributions Drp, Dgp
and D7y . These are depicted in Figure B.5 and also show very distinct fingerprints.

If T were to analyze the presented datasets from the conceptual perspective of social networks, there
would be little to differentiate and conclude, since most online social networks serve a similar pur-
pose. However, even at a first visual impression over Figures B.4 and B. it is interesting to point out
how diverse the motif-based fingerprints of all 7 network types are. To facilitate the results discussion
I also provide the numerical results in Table [B.2

To begin with, the conclusions based on the obtained data are that each of the four topology classes
has a distinct element in its motif-fingerprint. In my discussion I reference the fact whether networks
favor the formation of triadic closures more, or keep triangles open. Looking at Figure B.3c, the six
motifs can be divided in two categories: motifs with triads (2nd (4958), 4th (13278), and 5th (31710))
and with no triads (1st (4382), 3rd (8598), and 5th (27030)) in their structure. Triadic closures have
been found to be one of the fundamental properties that give complexity and heterogeneity to social
networks [[145, 34]. This strongly impacts the communication through each network. By condensing
the data from Table B. I present the occurrence of the two types of mentioned motifs in Table B.3.
To ease the discussion based on each motif type I keep them highlighted in italics and redefine them
using a short keyword as such:

 Motifs: 4382 - star, 8598 - chain, 27030 - rectangle.
« Motifs: 4958 - one triad, 13278 - two triads, 31710 - four triads.

Bridging my obtained motif distributions with the study of triads, I note that regular networks have
the least characteristic mark, with a preference towards chain and also star and simple one triad
constructs. The overall homogenous mixture reveals the fact that mesh networks keep a high local
clustering (one triad). Overall, regular networks have 84.92% motifs that do not contain triads, and
15.08% motifs that contain them (from Table B.3), which replicates the state of the art experiments in
this field [276]. Random networks have the same high occurrence of chains, and a very specific low
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occurrence of one-, two- and four triads. Summing up the values, random networks have less than
6% triads in them, which again strengthens the known facts about low clustering in favor of a short
path length. Small-worlds are a special case of empirically observed networks that lie their properties
between the regular and random topologies. They favor high clustering and short path length. My
analytical approach shows a fingerprint in terms of high density of chains, one triads and especially
four triads (over 1%). Looking also at Table B.3 I notice that small-worlds are the most balanced type
of topology with roughly 22% triads, and 78% no triadic formations. This balance gives them their
realism in terms of replicating real social networks. Finally, scale-free networks have emerged to
cover one shortcoming of small-worlds, namely the lack of preferential attachment and a power-law
degree distribution, which are essential in modeling real world friendships. The scale-free network is
characterized through many chains, but more interesting, many stars, and an extremely low number
of two- and four triads. Added together, I can observe that there are only 1.78% motifs with triads
in a scale-free network. The high occurrence of stars is correlated with the hub nodes with on top of
the power-law degree distribution, which is specific only to this topology class.

Table B.2.: Numerical values for the distributions of the four topology classes (rows 1-4) and of the
three online social networks (rows 5-7), expressed in percentages as to how often the re-
spective size-4 motifs occur relative to the total number of recurring motifs. Each column
highlights in bold the highest motif occurence for any of the four toplogy classes (1-4).

Triads [%] No triads [%]
Motif ID: 4958 13278 31710 4382 8598 27030
one triad  two triads four triads | star  chain rectangle
1 Regular D, 13.45 1.54 0.084 22.63 60.16 2.14
2 Random D;,q 5.613 0.26 0.004 23.25 69.46 1.41
3 S-World Dy, 17.46 3.51 1.08 12.62 65.12 0.19
4 S-Free Dy 1.76 0.01 0.001 54.39 43.65 0.017
5 F-book Dpp 32.44 11.41 5.25 17.49 31.75 1.66
6 GPlus Dgp 28.86 12.33 4.14 31.48 21.34 1.84
7 Twitter Drw 27.33 11.94 6.23 22.50 30.43 1.53

Moving on to the empirical online social networks, I notice very distinct distributions of the six
motifs (Figure B.5). Facebook friendship networks are characterized though a lower number of stars,
but many one triads and chains. I can conclude that while there is a low tendency for hub formation
(like in pure scale-free networks) the average path length is also maintained short. These remarks
also coincide with the data presented in Table B.I. Google Plus one the other hand has a relatively
lower number of chains, and a high number of stars and one triads. This network can be interpreted
as one with higher clustering and and longer path lengths. Google Plus networks are known for
their community (circle) based organization. Finally, Twitter networks are the most homogenous,
with many chains, and an average-high number of stars and one triads. This fact translates into a
more regular structure due to the concept of followers, which enable the creation on many random
long-range links, with a disregard towards local clustering and triadic closure formation.
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Table B.3.: Percentage of total motifs of size-4 that have triadic closures versus motifs that do not have
any closed triangles in their structure, measured for each network type in part. The results
are obtained through the condensation of the two sections in Table B.7.

Triads [%] No triads [%]

Regular 15.08 84.92
Random 5.88 94.12
S-World 22.06 77.94
S-Free 1.78 98.22
Facebook 49.1 50.9
Google Plus 45.33 54.67
Twitter 45.54 54.46

Taking the analysis beyond the mere topological level, I find a correlation between the character-
istic graph metric values (see Table B.I) and the obtained distributions of motifs. To begin with, the
prevalent occurrence of triads in the small-worlds can be explained by the higher clustering coef-
ficient and higher modularity. These networks have a 15-1000 times higher concentration of four
triads than all other topology classes. The low concentration of stars comes to support the lack of a
power-law degree distribution. The small-world effect is mapped in the real-world network through
the stronger community structure of Facebook and Google Plus networks. On the other hand, the
lack of triads found in scale-free networks is a result of the power-law degree distribution. Its low
clustering and relatively higher average path length are explained though the lower occurrence of
chains and rectangles. The very low modularity of regular networks is correlated with the very high
occurrence of rectangles, which suppress the formation of clear, distinguishable communities. On
of the goals of social networks analysis is to create better generative models for real-world networks,
thus my motif distribution - graph metric correlation may help improve the generation of specific
synthetic networks. Based on these results, there are heuristic algorithms which can used to create
synthetic networks with the required metric distributions. [216, 260].

To enhance the visual differentiation and similarity between the obtained motif patterns I provide
a radar chart overview in Figure B.g. Notable in Figure B.6a are the higher occurrence of stars in
scale-free networks, the low preference towards triads of the scale-free and random networks. In
Figure B.gb I notice a good overlap between Facebook and Twitter networks, with high occurrences
of chains and one triads, while Google Plus favors more star formations.

In order to further validate the insightful perspective revealed by motifs of size 4, I reapply the
same methodology using motifs of size 3. In support of my claims, I briefly mention that the are only
two types of motifs of size 3 in an undirected context. These can be seen in Figure B.3b and I will
refer to them as chain (78) and triangle (238). Table B.4 contains the distribution data for each of the
seven networks.

Even though motifs of size 3 have significantly less structural complexity compared to size 4, they
do reveal and sustain out previous claims. Scale-free networks consistently favor open triangles to
closed ones, with roughly 0.5% triangles in their structure. Small-worlds present the same balance
between chains and triangles like in Table B.3. Regular networks have a notably higher occurrence
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Figure B.6.: Radar chart showing the 2-dimensional distribution of motifs of size 4 for the topology
classes (a) and the online social networks (b).

of triangles, and random networks of chains, in conformity with previous claims. Finally, Facebook,
Google Plus and Twitter networks share similar distributions of chains and triangles. I note that
motifs of size 3 are insufficient to assess undirected friendship graphs.

For a final overview, I apply the ¢-metric on the distribution vectors of motifs of size 4 and obtain
the numerical data shown in Table B.5. A value of 1 means complete similarity, while a value of 0
means complete dissimilarity. The percentages of the fidelity are normalized into n-values which,
summed on each column, add up to 1. The data is interpreted as, for example, Facebook can be
mapped 26.6% over regular, 25.7% over random, 25.7% over small-world, and 21.9% over scale-free
networks.

In interpreting the obtained fidelity results, I have to keep in mind the fact that the overall open-
versus closed-triangles ratios are very similar. Specifically, this is displayed in the lower halves of
Tables B.3 and B.4. Thus, the variations in terms of ¢ are small, but they map to significant structural
differences [257]. Figure B.7a shows the 2-dimensional similarity mapping between the online social
networks and the four topologies and Figure B.7b shows how much each topology contributes, in
total, to the mapping of the three online social networks.

The fact that the highest overall occurrence is that of the regular topology, and the lowest, that of
the scale-free topology, denotes an important real-world aspect of social networks: the formation
of hubs is a rather exceptionally rare event, seemingly random long range links tend to form much
more often, and the fundamental structure of social networks is based on mesh networks with a
tendency towards local clustering. This observation sustains the fact that geographical proximity is
indeed the main drive for friendships creation in society [58, 273]. Furthermore, the predominantly
high occurrence of chains in all topology classes seems to be a natural facilitator of new friendships
creation. A new study proves that new friendships are preferentially created between nodes located
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Table B.4.: Numerical values for the distributions of the four topology classes and of the three on-

line social networks, expressed in percentages as to how often the respective size-3 motifs
occur relative to the total number of recurring motifs.

Motif ID: 78 228
chain  triangle
Regular Dyeg | 9322 678
Random Dyna | 97.37 2.63
S-World D, | 84.31 15.69
S-Free Dy 99.49 0.51
Facebook Dpp | 72.58 2242
Google Plus  Dgp | 76.87  23.13
Twitter Drw | 7528 2472

Table B.5.: Similarity between the empirical network models and each topology class. The similarity
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is measured by applying the ¢-metric on the distribution vectors as described in Equa-
tion 1. The columns labeled n display the normalized values for the obtained similarities,
according to Equation 2. The sum of n-s is equal to 1 (100%) on each column.

Facebook Google Plus Twitter
YFB n PGP n PTW n
Regular 0.62 .266 0.61 .269 0.65 .267
Random 0.60 .257 0.58 .255 0.65 .267
Small-world 0.60 .257 0.56 .247 0.59 .243
Scale-free 0.51 .219 0.52 .229 0.53 .219
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Figure B.7.: a. Radar chart showing the 2-dimensional mapping of the online social networks over
the four topology classes. The mapping is done using the fidelity metric ¢ to assess the
similarities based on the distribution of size 4 motifs. b. The cumulative occurrence of
each topology class obtained by adding the normalized fidelities (n) on each row (from
Table B.5). It shows how much each topology contributes overall to the three empirical
networks.
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at geodesic distances 2 and 3 in the social graph [65]. This conclusion strongly supports my results
regarding chains which become natural pathways of length 3 between unconnected nodes.

To better interpret the similarity results I corroborate the results in Table B.1 with measurements
of variance of the normalized fidelities (n) and conclude upon the following:

+ Google Plus networks have the lowest variance (2.77-e4) showing a greater topological homo-
geneity. They have higher scale-free and regular appurtenances, which translates into a higher
average path length (L) and a strong community structure (Mod). Empirically and intuitively,
I explain this through the circle concept introduced by Google. Circles tend to offer better
socializing within clusters of friends but they also limit external contacts. As most friendship
clusters follow a normal distribution of contacts (degrees), the resulting model is classified as
a regular topology with preferential community formations.

o Twitter networks have the highest variance (5.63-e4) presenting the highest topological het-
erogeneity. They have more notable random and regular characteristics, which translates into
a very short average path length (L) and a weak community structure (Mod). Intuitively, I
explain this through the follower concept specific to the Twitter online platform. The act of
following tends to omit local clusters formation, or be in any way linked to geographical prox-
imity. On the other hand, many users follow distant celebrities and/or users with same inter-
ests that are evenly spread across the globe. Uncharacteristic for real tie formations, Twitter is
classified as a heterogeneous regular topology with random long range links.

Facebook networks have a variance situated between the other two (4.47-e4), presenting a good
mixture of all topology types. Nonetheless, they have higher small-world and regular proper-
ties, which translates into a short average path length (L) and a strong community structure
(Mod). Based on these observations, one could say that they lie between Twitter and Google
Plus. Intuitively, but also backed up by other relevant research, Facebook friendships are con-
sidered the best replica and substitute for real-world friendships [125]. This idea is further
supported by the fact that their fidelity distribution also coincides with the overall fidelity dis-
tribution depicted in Figure B.7b. The stronger community structure, but with low average
path lengths, seems to be a natural emerging property of the society, modeled through the
friend-ing concept on Facebook. In fact, this seems to narrow down the distances between
communities until they start overlapping. With a very characteristic real tie formation pro-
cess, I classify Facebook as a regular topology with interspersed small-worlds.

B.6. Discussion

This section has shown that studying complex networks from a topological perspective, though the
insight offered by network motifs, is a new fundamental approach in understanding the emergence
of social networks. Indeed, motifs highlight functional aspects of the driving forces behind online
social network creation, ties formation, community emergence, and overall communication trends.
My comprehensive social networks analysis, based on graph metric and fidelity assessments, has
found a predisposition for characteristics of regular networks (geo-proximity drives tie formation),
followed closely by random network aspects (long range link formation), then, with diminishing
predisposition, by small-world properties (tendency to cluster and close triads), and, with very low
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occurrence, characteristics of scale-free networks (hub formation). Finally, I have shown that each
online social platform has quite distinct properties, which imply distinct motif fingerprints, and thus
different communication mechanisms.

Based on my observations, and stemming from motif analysis, Facebook, Google Plus, and Twit-
ter networks are not similar at all when it comes to mapping them over the fundamental topology
classes. Each presented characteristic defines a different approach to dealing with processes like net-
work growth, new tie formation, community formation, information diffusion and triadic closures.
I believe my work will pave the way for a better understanding of the secrets that lie behind modeling
and understanding dynamics in our societies.
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C. A complex network approach to patient
phenotyping

This appendix presents studies undertaken in medical science using to so-called network medicine paradigm,
introduced in science in the last decade. I have modeled biological networks of patients with sleep disor-
ders, respectively cardiovascular disorders. The graph based modeling consists of specific anthropometric
risks which are associated with sleep apnea and heart disease. Through the means of graph based mod-
eling and analysis I am able to offer better vision into specific phenotypes of patients, that would not
have been detectable otherwise (i.e. through classic statistical methods). In this appendix I present the
essence of both direction in which I have applied complex networks concepts to model patient networks
and improve diagnosis accuracy in medical science,

“Declare the past, diagnose the present, foretell the future”

X Hippocrates
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One important branch of network science, which has brought cutting edge contributions to med-
ical science, is the field of network medicine. Along this direction, I am, and have been for over 3
years, a member of the research consortium between the ACSA team from the Department of Com-
puter and Software Engineering, of the Politehnica University Timisoara, and the Department of
Pneumology of the Victor Babes University of Medicine and Pharmacy. The team is led by by my
PhD co-advisor Assoc. Prof. Mihai Udrescu together with Assoc. Prof. Dan Mihaicuta, who is an
expert in sleep medicine. As a team, we have studied sleep apnea from a network science point of
view, and are currently in a the Realfund project sponsored by Linde.

My proposed study sets out to identify specific patterns of developing obstructive sleep apnea
(OSA), by taking into consideration the multiple connections between risk factors in a relevant pop-
ulation of patients. For this purpose, I create a social network of patients based on their common
medical conditions and obtain a community-based society which pinpoints to specific - and previ-
ously uncharted - patterns of developing OSA. Eventually, this insight should create incentives for
predicting the apnea stage for any new patient by evaluating its network topological position.

C.1. Obstructive sleep apnea

Sleep apnea is a disorder which consists of abnormal breathing pauses, irregular or superficial breath-
ing that occurs during sleep [240]. It has often been indicated as a serious, frequent but mostly under-
rated clinical problem [239]. The reported incidence of apnea varies, due to different backgrounds
of patient groups that were taken into account. Nonetheless, in [293] it was reported that there are
70 million people in USA with obstructive sleep apnea (OSA), so that 1 in 4 men and 1 in 10 women
have developed this disorder. Other studies have reported estimates of 3% to 7% prevalence of OSA
[224]. Obviously, these are high figures which indicate the magnitude of the situation; hence it comes
as no surprise that the occurrence of sleep apnea is referred by many as epidemic [293, 224, [185]. The
morbidity risks entailed by the fact that many sleep apnea cases are not discovered and treated in time
are well documented by many comprehensive studies. Maybe the best known link is between sleep
apnea and cardiovascular problems [[[83, 232, 266, 235], leading to hypertension, stroke and even
death [289].

Also, there are studies that associate sleep apnea with obesity [43], the risk of developing diabetes
mellitus [17], and even cancer [21]. These extreme risks were recently linked to the so-called very
severe sleep apnea (i.e. AHI >= 60) [[140]. This is one of the reasons which indicate the paramount
importance of early diagnosis of these severe cases [218].

Apart from these problems, another perspective has recently been reported: the fact that OSA is
responsible for serious perioperative risks which will put a supplementary strain on surgery proce-
dure costs [185]. The extent of this risk is extremely worrying, as it was estimated that 80% of the
patients in USA have undiagnosed OSA at the time of surgery [[185]. The economic implications of
all these risks are significant and must be dealt with, by adopting appropriate procedures for patient
management [140, 213] which, in turn, are underpinned by methods for early detection of moderate
and severe apnea cases. Taking a step forward, reference [85] argues that the available traditional
methods for identifying patients at risk (based on randomized trials) are not efficient enough, and
that new, innovative and ultimately better ways are required.

This project proposes such an innovative approach, based on identifying specific patterns of devel-
oping apnea by taking into consideration the multiple connections between risk factors in a relevant
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population of patients. The main idea is based on the assumption that there is a connection between
the way of acquiring apnea and the severity of this disease. Thus, by using tools that were put forward
by the new network science [202, 276, 24] which spurred cutting-edge research in the field of net-
work medicine [27, [170], this work proposes a methodology of associating apnea risk groups to each
such apnea pattern. Eventually, this insight creates incentives for predicting the apnea severity for
any new patient, by evaluating its network topological position, based only on simple clinical aspects
such as sex, neck circumference, obesity, etc. This allows for introducing an easy-to-use scorecard
that will accurately indicate the risk group that the potential patient pertains to.

C.1.1. Data acquisition

Part of the so-called Morpheus team in the Linde sponsored project, I processed data from our apnea
database at Timisoara Pneumology Clinic, in Timisoara, Romania, gathered from March the 1st 2001
to March the 31st 2011. The cardiorespiratory polysomnography was performed using Poly-Mesam
41998, Alice 5 Respironics 2005, and Stardust Respironics 2005 devices.

The population group is represented by all consecutive persons referred to be evaluated in the
sleep laboratory with suspicion of sleep breathing disorders (non-probability sample, convenience
sample). Patients are not randomized but the statistical analysis shows that the study population is
representative (stratified sample) with adequately represented subgroups with different severities, co-
morbidities and responses to therapies. Excluded patients have the same characteristics as the study
group. 5,103 patients (1,426 females, mean+SD age 51.8+12.6 yrs, 79.4% with apnea/hypopnoea in-
dex (AHI) >15 events/h) were processed from March 15, 2007 to August 1, 2009. Morbid obesity
(body mass index >35 kg/m?) was present in 21.1% of males and 28.6% of females. Cardiovascular,
metabolic and pulmonary comorbidities were frequent (49.1%, 32.9% and 14.2%, respectively). Pa-
tients investigated with a polygraphic method had a lower AHI than those undergoing polysomnog-
raphy (23.2+23.5 versus 29.1+26.3 events/h, p<0.0001).

Conduct of the study

The study was conducted in accordance with the New England Journal of Medicine protocol (avail-
able at NEJM.org). The protocol was approved by the local ethics committee. The oral consent was
obtained from each patient, as well as from their M.D.s who sent them for further investigations
at TPC (Timisoara Pneumology Clinic). We used standard and non-invasive, effortless procedures
only, which therefore did not require any kind of compensation or supplementary costs. Their iden-
tities and personal data were not used, thus assuring the complete confidentiality of our study. The
authors vouch for the completeness and veracity of the reported work as well as the fidelity of the
reported work to the protocol.

C.1.2. Network approach

A final database of 1367 consecutive patients from the sleep lab of Timisoara “Victor Babes“ Hospital,
with over 100 measured criteria, is used as input for a methodology inspired by the Network Medicine
approach [27, 170]. Each patient is considered a node in a network where the link between two nodes
is inserted if there is a risk compatibility relationship between the two corresponding patients. The
risk compatibility exists if the two nodes have at least 5 out of 7 identical parameters: sex (male or
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female), age (group 0: <20 yrs; group 1: 20-40 yrs; group 2: 40-60 yrs; group 3: >60 yrs), blood
pressure (with hypertension; without hypertension), obesity (not obese: BMI<30; obese: BMI>30),
neck circumference (normal circumference: <40cm for women, <43cm for men; large circumference),
mean- and desaturation index. The graphical representation is generated with Gephi 0.8.1 [30], in
order to extract the most important network attributes, as well as revealing the compatibility clusters.
A compatibility cluster uniquely defines the specific pattern for acquiring apnea. I chose Gephi as it
is the leading tool in large dataset visualization, and because it is open source, allowing us to create
custom tools on top of the graph processing framework. In Figure [C.] I use the AHI parameter to
classify the four stages of apnea:

o group 0: 0 < AHI < 5 (low risk)

o group 1: 5 < AHI < 15 (moderate risk)
o group 2: 15 <AHI < 30 (high risk)

« group 3: 30 < AHI (very high risk)

The algorithm for mapping the patient database onto the apnea risk clusters is detailed below. The
construction of the graph has a time complexity of O(n?). The relevant health parameters of each
two (distinct) patients are compared, and the compatibility degree is increased on each match. The
functions displayed on lines 3-9 return discrete mappings of each parameter as previously described.
The condition on line 10 acts as an edge weight filter, i.e. only edges with weight > 5 out of 7 are
actually added to the graph. The resulting graph is discarded of weights.

Patient database to complex network G:

1 :for each pair of patients (p;, p;):

2 : compat =0
3 if gender(p;) = gender(p;) then compat++
4 if ageGroup(p;) = ageGroup(p;) then compat++
5 : if hypertension(p;) = hypertension(p;) then compat++
6 : if obesity(p;) = obesity(p;) then compat++
7 if neck(p;, gender(p;)) = neck(p;, gender(p;)) then compat++
8 if meanDesatGroup(p;) = meanDesatGroup(p;) then compat++
9 : if desatIndexGroup(p;) = desatIndexGroup(p;) then compat++
10: if compat >5 then G.addEdge(p;, p;)

Once the patient graph is obtained, the nodes have to be classified into compatibility clusters. As
such, I extract the modularity, a graph measure which is designed to measure the strength of division
of a network into communities [205]. This is achieved using the modularity algorithm [B8], with a
corresponding default resolution of 1.0 [I51]. Further, for each obtained community independently,
I inventory the number of occurrences of each risk of each patient. Finally, the risks with a high oc-
currence per community are marked as significant for the risk cluster. A risk is considered significant
if it is present in >75% of patients from that community.

The reason for choosing the limit of 4 out of 6 as the threshold ¢ for adding edges to the graph
was made empirically. The goal of the study was to clusterize the patient database based on ad-hoc
properties, in such a way that the visualization is relevant for human understanding and clinical pro-
cessing: not too many, nor too few clusters were required. Thus, Figure [C.7 depicts the visualizations
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y Hypertension:
.t with and without

AHI groups:
0-4,5-14,15-29, over 30

Obesity category:
L 1L, 100, IV

Neck circumference:
>43cm and <43cm

Figure C.1.: Graphical representation of the patient population with clinical apnea signs: node colors
are assigned in order to depict, as indicated: AHI groups, hypertension, obesity and neck
circumference.
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(a) (b)

Figure C.2.: The visualization of the patient graph with a threshold of: a. 4 out of 7 (4 communities,
too dense), b. 6 out of 7 (162 communities, too sparse). The node color is according to
the assigned community.

of the resulting graphs for a threshold ¢=4, and ¢=6 out of 7, while the ideal clustering for £ = 5
is depicted in Figure [C.3. A lighter condition (#<5) results in too many edges being added and the
community structure disappears. A stronger condition (¢>5) results in too few edges added, thus
too many small communities. The threshold ¢=5 offers the best results, but it is no rule of thumb for
other datasets. This aspect has to be tested empirically and adjusted accordingly for other studies.

In the current setting, choosing different values for ¢ gives the following number of communities:
t=1 — 2 communities, {=2 — 3 communities, {=3 — 3 communities, {=4 — 4 communities, {=5 —
7 communities, t=6 — 162 communities, =7 — 1051 communities.

Using the complex network cluster analysis [293, 224] that I provide, 7 distinct compatibility clus-
ters were found. Each of these clusters corresponds to a specific patient profile which leads to a certain
probability of developing the disease, as shown in Figure [C:3. There are 3 clusters of patients with
severe apnea (1, 2 and 5) and 3 clusters which generally do not have severe apnea (3, 6, and 7). Cluster
4 is special in that it seems to reflect a transitory stage between the clusters indicating severe illness
and the others; moreover, it shows that it cannot be characterized by a stable AHI group: ~47% are
group 3, 26% group 2, ~17% group 1, and 7% pertain to group 0.

Each obtained community holds a particular distribution of the 7 parameters, however some of
them are statistically relevant to a cluster - and thus representative - and some are not relevant. In
order to extract the most relevant features for each cluster I have developed a data mining tool in
Gephi which extracts these relevant features. I consider these results to pave the way for defining
the characteristic patterns of each cluster of patients to develop sleep apnea. Also, each cluster can
be correlated with a type of prevention and treatment scheme. The characteristic features for each
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\ Cluster representation:
male/female graph

C1
43%

c2
15%

Figure C.3.: Graphical representation of clustering in the patient population with clinical apnea signs.

Lower-right corner: the population distribution over the 7 clusters. Red depicts very
severely sick patients, blue depicts clusters with moderate to high severity of OSA.
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obtained cluster are:

o cluster 1: male, obese, with hypertension, neck circumference >43cm, desaturation<90 (73%
have AHI>30);

o cluster 2: male, obese, no hypertension, neck circumference >43cm, desaturation 90-95 (55%
have AHI>30);

o cluster 3: male, no hypertension, neck circumference <43cm, desaturation>95 (39% have
AHI>30);

« cluster 4: male, not obese, all other risk factors are variable (56% have AHI>30);

o cluster 5: female, obese, with hypertension, neck circumference <43cm, desaturation 93-97,
(52% have AHI>30);

o cluster 6: female, obese, without hypertension, neck circumference <43cm, normal desatura-
tion 93-97, (33% have AHI>30);

o cluster 7: female, not obese, no hypertension, neck circumference <43cm, desaturation >95,
(39% have AHI>30).

In line with the goal of this study, namely to facilitate the efficiency of diagnosing OSA, I have de-
veloped the apnea risk matrix based on the cluster analysis. Using the apnea risk matrix a doctor
may identify patients with a possible risk of apnea through a survey, without the need for an initial
specialized control. Once the measurements are done on a patient the doctor will use the matrix in
Table [C.]] to fit the results into one of the seven clusters (columns). When the cluster corresponding
to the patient is found, the doctor will use the apnea risk percentages to formulate the diagnosis. If
the patient’s risk towards apnea results as statistically high, then specialized control is recommended.

C.1.3. Improving the network model: from AER score to SAS score

The aim of the project is to accelerate and simplify the diagnosis of OSA in the general population. As
such, I propose to quantitatively predict the risk of obstructive sleep apnea (OSA) without measuring
the patient’s AHI, based solely on the anthropometric risk factors in a relevant population, validated
with our network-based methodology [265].

The AER score predictor emerges from the statistical analysis of the obtained clusters and helps eas-
ily and rapidly assess the risk of OSA of a new patient. Using it to prioritize patient treatment/evaluation
I manage to improve to overall process efficacy by 53%, in terms of cumulative AHI diagnosed, as
compared to the first-come, first-served (non-prioritized) method currently used. Looking at Figure
[C.4 we see the difference between a randomly ordered first-come-first-served patient queue (un-
ordered) and an ideal but impossible scenario of sick-first patient queue (optimal). Figure [C.4 shows
the accumulated diagnosed AHI, which is, of course, much faster in case of the optimal ordering.
However, in between, there is the scenario made possible by the AER score, which is 53% closer to
the optimal ordering than the random one.

After over one year of testing the AER score, we have considered to drop the desaturation mea-
surements (which are harder to obtain in a non-specialized doctor’s office), and have included the
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Table C.1.: The apnea risk matrix is a table which facilitates a statistical diagnosis of apnea patients.
It is based on the following simple measurable criteria: gender (M/F), hypertension (0/1),
obesity (0/1), neck (0/1 = 243cm men, >40cm women), mean desaturation (0-100%).
Each of the seven resulting clusters can be described by the set of characteristic features
represented in the table. We mark with X’ the fact that a criteria can take both values
(i.e. is irrelevant). In the lower part of the table we represent the apnea risk probability
that a patient included in either one of the clusters will have. These values result from the
analysis of the database with over 1300 patients.

Gender M M M M F F F
Hypertension 1 0 0 X 1 0 0
Obesity 1 1 0 0 1 X 0
Neck 1 1 0 X X X 0
Desaturation <90 90-95 >95 X 93-97 93-97 >95
Cluster 1 2 3 4 5 6 7
Normal (0-4) 5% 6% 15% 7% 10% 10% 9%
Moderate (5-14) 6% 14% 22% 14% 13% 28% 22%
High (15-29) 16% 25% 24% 23% 25% 29% 30%
Very high (>30) 73% 55% 39% 56% 52% 33% 39%

Total AHI AHI priority: real measurement vs prediction
diagnosed
334 (0254 P2 P3
& 506 (0357 702(0.534)
CREBREANARE AR EANERNERNERNEERRRRRBNAR  Patiens

Figure C.4.: Cumulative AHI diagnosed on the dataset of 1367 patients. The unordered scenario
considers that random patients are assessed one a a time; the optimal scenario assumes
that we first diagnose the most “sick” patients in terms of AHI, so the accumulation of
total AHI is faster; the AER score scenario is the one made possible with the prediction
offered by our score.
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Epworth sleepiness score. This score is highly relevant to OSA, and is easy to measure using a ques-
tionnaire. As such, the new score is called SAS score (sleep apnea syndrome score) and the new
clusters which emerge are depicted in Figure [C.5. Currently, we use this score as a state of the art
method for assessing patient risk towards OSA. A patient may be a member of one of the 8 detected
communities with their respective risks towards specific commorbidities and health complications.

The clustering is done in a similar manner, but instead of desaturation index and mean desatu-
ration, the Epworth sleepiness score is used. This also reduces the maximum patient compatibility
from 7 (maximum common metrics) to 6. The resulting graph and its communities are based on 4
out of 6 filtering, as described above.

As part of the Morpheus team, I am still highly active in this research, as it represented the main
side project which I undertook during my PhD. I have extensively used the know-hows acquired
from social networks analysis, and vice-versa, I have used the modeling know-how in the other topics
related to my doctoral goals.

C.2. Evaluation of patients diagnosed with arterial hypertension
through network analysis

Along the same direction of using network medicine, my proposed study [247] sets out to iden-
tify specific patterns of treatment response to arterial hypertension, by taking into consideration the
multiple connections between risk factors in a relevant population of hypertensive patients. For this
purpose, I create a network of hypertensive patients based on their common medical conditions and
obtain a community-based society which pinpoints to specific - and previously uncharted - patterns
of developing hypertension. Patients are nodes in a network and are linked whether they have a
degree of risk factor compatibility greater than an imposed threshold. Distinct communities are de-
tected from the emerging graph, and are used to describe different patient profiles. Eventually, this
insight should create incentives for predicting the treatment efficacy for any new patient by evaluating
its network topological position.

The study includes 289 patients diagnosed with essential arterial hypertension. They were mon-
itored and evaluated at the Cardiology Clinic from the Municipal Hospital in Timisoara, Romania.
The patients were randomized in three groups, according to the type of medication administered:
group A, comprising 106 patients treated with a beta blocker (nebivolol), group B including 104 pa-
tients treated with an inhibitor of angiotensin conversion enzyme (perindopril), and group C consist-
ing of 79 patients who had an inhibitor of the receptor AT1 of angiotensin II (candesartan cilexetil)
in the therapeutic regimen. From the study were excluded patients having the following diagnoses:
abnormal heart rhythm (atrial fibrillation), an ejection fraction (EF) below 50%, heart failure (NYHA
IT, ITL, IV), history of myocardial infarction, or elevated creatinine values.

By modeling three groups of study patients (group A treated with nebivolol, group B treated with
perindopril and group C treated with candesartan cilexetil), I was able to create “patient communi-
ties”, based on common risk factors. For each such community of patients, the medical approach
should be different. Furthermore, by applying the insights gained from the network study I am able
to improve the efficacy of the established treatments.

A so-called community of patients is characterized by all patients who share a number of common
features. In the network-based approach, I build a network in which patients are represented by
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1. males, obese, thick neck, 40-60 years, HBP,
with sleepiness (4.5 17, 74) %

5. males, obese, thick neck, 20-40
years, HBP, no sleepiness (9. 10, 22, 59) %

° 3 == = 2 o, .4 males, obese, thick
neck, 60+ years, HBP,

with sleepiness (4, 4,20, 72) %

8. males, not obese, thin neck,
e : . \ HBP, no sleepiness

(8. 16, 18, 58) %

7. males, not obese, thin neck,
. no HBP, no sleepiness

(13, 22,25, 40) %
= 6! males, obese, thick neck, 40-60

years, no HBP, no sleepiness

(7. 16, 19, 58) %

2. females, obese, thick neck,

40-60 years, HBP, with sleepiness

(9,15,19,57) % 3. females, obese, thin neck, 40-60
years, HBP, no sleepiness

(12,13, 31, 44) %

Figure C.5.: Graphical representation of the patient population with clinical apnea signs, by includ-
ing the Epworth sleepiness score. Node colors correspond to one of the 8 detected
communities.
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nodes, and the link between any two nodes is created if there is a compatibility relationship between
them. In my study, the compatibility relationship exists if 10 well-defined patient characteristics
are similar. These characteristics are: age category, gender, the degree of hypertension, cholesterol
level, the cholesterol fractions HDL-C and LDL-C, triglycerides, LDL-C/HDL-C ratio, diabetes and
cardiovascular risk classes. After building the network according to the above-described method-
ology, a topological community detection algorithm, namely ForceAtlas2 [132], is used in order to
graphically render the corresponding topological patient communities.

If the patients from study groups A, B and C are submitted to my network-based topological analy-
sis, according to the ten characteristics (to which I add the type of used medication), six communities
of patients (denoted as TO - T5) are rendered, as represented in Figure [C.§. Communities T0, T1 and
T3 contain patients treated with candesartan. Patients from these communities are characterized by
the presence of diabetes, pathologically altered fractions of cholesterol (total cholesterol, LDL-C, the
ratio of LDL/HDL-C), age over 60 years and a very high cardiovascular risk class. In these com-
munities, there are both male and female patients. For these patients, after the treatment, I notice
a tendency towards improving diastolic blood pressure values. Community T2 is characterized by:
mainly female patients, a stage II of hypertension, changes in LDL-C and increased cardiovascular
risk class. These patients are treated with perindopril. Community T4 is characterised by hyperten-
sive male patients, without any specification regarding the age, which are in an early stage of hyper-
tension and therefore without a high cardiovascular risk. These patients do not present pathological
values of biochemical tests and are not diabetics. They are treated with nebivolol. Community T5
patients are characterized by stage II of hypertension and, therefore, moderate cardiovascular risk.
This community cannot be associated with any of the three specific antihypertensive drugs which are
taken into consideration by my study. From a total of 289 study patients, 82 (28.37%) are included
in this community.

The evolution of blood pressure values in a network-based representation, for all study patients,
after 12 months of antihypertensive treatment, is given in Figure [C.7.
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Figure C.6.: Communities of patients from all study groups. Colors are assigned in order to visually
identify the communities.
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(c) (d)

Figure C.7.: Graphical representation of network analysis results of the variation in systolic blood
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pressure of the study patients before (a) and after the treatment (b), as well as diastolic
before (c), and after the treatment (d). Colors represent normal (green) and high (red)
values of blood pressure



D. Technological communication optimizations
using complex networks

This appendix presents studies undertaken on communication in technological context using to so-called
technological networks, as one of the four categories of complex networks. I have modeled technologi-
cal communication networks of urban roads and wireless sensors. Through the means of graph based
modeling and assessment, I am able to offer a different perspective over classic approaches, which has
led to optimizations in the cost and effectiveness of communications. These observations would not
have been detectable otherwise (i.e. through classic statistical methods). In this chapter I describe how
I analyzed and optimized urban traffic networks , and developed an algorithm for placing relays and a
central sink in a wireless sensor network, in order to balance cost versus latency in such networks where
communication timing is essential.

“Everything you can imagine is real”

X Pablo Picasso
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D.1. Road network optimizations using network analysis

Witnessing the large real-world applicability of SNA, and complex networks in general, I, together
with my collaborators from the ACSA research group, model and analyze the network formed by
road networks in cities from an innovative perspective. Inspired by similar approaches of comparing
networks, I create a methodology that proposes the assessment of city road networks based on their
motif distributions [[189, 190]. To the best of my knowledge, I am the first to fully interpret the roads
infrastructure by using network motifs. Based on the similarity of the motif distributions, I choose
diverse city topologies, create a similarity graph, and discuss the urban influences one has on each
other. Through my analysis, I coin the title of Social City to any city which meets particular criteria
in terms of optimal roads distribution.

The motivation behind this set of studies is to create incentives for studying road networks from
the pure topological perspective of complex networks. Through intensive data mining from online
repositories, through network analysis methodologies, and motif distribution analysis, I have created
a traffic quality metric, which represents a state-of-the-art analysis of this kind. This study, along
with its results allow us to elucidate the mechanisms of urban infrastructure emergence and the way
new roads are built to serve adjacent areas. The correlation with network analysis, and especially
social networks analysis, has made me attribute the term Social City to any city that meets particular
requirements to street homogeneity in terms of its topological layout.

Additionally, this study presents a novel perspective on how different cities can be differentiated
using a network motif approach corroborated with the state of the art similarity assessment. I quan-
tify the topological differentiation - based on motif analysis - using the network fidelity metric [257].
Even though similar in nature, it is shown in this study that all studied urban networks have specific
properties which make them unique in terms of traffic throughput.

D.1.1. Methodology

Significant research has been carried towards finding alternative approaches in analyzing the struc-
ture of cities and especially good patterns of roads, which maximize the car traffic throughput. Using
graph theory was a clear choice based on the clear historic affiliation of the domain and the suitability
of representing the relationships between intersections (nodes) and streets (edges). Much work was
put into this segment and there are even some far fetched investigations into creating for example
most real artificial driver”, which acts as close to a real driver as possible [139]

Understanding how drivers interact and how road networks are created around specific points of
interest (schools, shopping centers, concert halls, sports arenas) could lead to identifying the patterns
- motifs [189,[190] - that can apply at different scales over several road networks to achieve increased
traffic flow and consequently, less congestion.

Jiang and his team identify in [137, [36] a classical 80/20 behavior because roughly 20% of the
streets account for more than 80% of the urban traffic. There is a clear distinction between some
important streets (few) and some which are less important (many) which leads us to what could be
easily presented as a hierarchical view of the urban structure [252].

Porta et al. present in [223] a methodology and a framework for analysis of urban environments
emphasizing on the layout of the urban roads, in terms of both classical graph theory but also using
complex networks specific metrics and algorithms.
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There is a trend in measuring the optimality of a specific street layout and even finding algorithms
and methodologies of dynamically reassigning the traffic light signaling policies in order to indirectly
“reconfigure” the network as to maximize various throughput metrics and an approach based on
complex networks analysis is used for this.

I obtain the road information data from the online repository OpenStreetMap. This data is parsed
into a gexf file format using a customly implemented python plugin. From there, I have all intersec-
tions as a node list, and all streets inside the city as edges between nodes. The edge data is further
parsed to extract only a plain edge list text file. This serves as an input for FANMOD [283]. It is a
fast and lightweight motif detection tool based on the state of the art algorithm RAND-ESU [283].
It takes as input an edge list in text format, and offers a detailed motif distribution statistic based on
the analysis using the RAND-ESU algorithm.

Due to the complexity of the calculations, I limit my research to the motif distributions for motifs
of sizes 3, 4, 5, and 6.

The above explained process - which is partly automatized, partly manual - is repeated for each
selected city. Specifically, 16 diverse cities were selected for analysis. Each city corresponds to one of
three topographies:

o Compact topography: any city that is well structured and non-divided by any major river. The
overall structure is regular, and there are no significant bottlenecks in the road infrastructure.
These cities are usually found inside the continent, on even terrain.

* River topography: any city that is clearly divided by a large river. The impact of such a river is
that it creates the need for a few, large bridges which connect the two or more parts of the city.
These rivers act as bottlenecks.

« Seaside topography: any city that is built along the seaside. While they may maintain a compact
structure similar to the first category, these cities are usually spread along the coastline and have
a natural bottleneck in the sense that the coastline dictates the layout of streets.

To showcase the topological differences of each urban category, Figure D.] displays the following
cities: Beijing (26215 nodes and 36178 edges), Rotterdam (7828 nodes and 10709 edges), and Cape
Town (61058 nodes and 82247 edges).

Further, T obtain the motif distributions D“*¥ for the mentioned cities, and then quantify the sim-
ilarity of each pair of motifs of the same size. The problem is solved through the correlation of any
two resulting motif vectors. For each city I obtain a distribution D§"Y, D5 ,DE™  DE™ | for the
16 cities. Each distribution Df”y is a vector of normalized percentages corresponding to the occur-
rences of each individual motif of size . To correlate any two vectors of same size, for different cities,
D™ and DS™?, T make use of the existing fidelity metric ¢ [257]. It is worth to be noted that I
use each city in turn as a reference for calculating the similarities of the other cities to it. I repeat this
process by taking each city as a reference. The analysis is undertaken for each topographic category
independently.

The resulting mutual similarities between any to cities can be modeled as directed weighted edges
in a digraph. The information I have extracted using OpenStreetMap offers information about the
direction of the street as well. As directed motifs offer more insight regarding functional patterns
than undirected ones, I have decided to use the street networks in a directed context [190]. The
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(a) (b) (c)

Figure D.1.: City topographies visualized using Gephi. a. Beijing (compact) b. Rotterdam (river) c.
Cape Twon (seaside). All nodes are colored according to the community they belong to.
This community corresponds to the local neighborhood, and was determined using an
existing clustering algorithm built in Gephi [38].

graph is created from the numerical ¢-values and imported in Gephi where it is visualized. To better
assess the road similarity, two different perspectives are presented:

« Nodes’ indegree: the sum of all weights of all incoming edges represents the traffic similarity
of other cities towards one particular city. Such a city with a high indegree can be considered
a model in terms of road infrastructure.

« Nodes’ outdegree: the sum of all weights of all outgoing edges represents the traffic similarity
of one particular city to other cities. Such a city with a high outdegree can be considered a
homogeneous replica of other cities.

D.1.2. Results

Based on the presented approach, I present the similarity assessment results and graph interpreta-
tion. Table D.]] contains the similarity values ¢ for comparing each of the six cities to each other on
the motif vectors of same size. The acronyms of the cities in Table [D.]] correspond to: Beijing (Bei),
Bucharest (Buc), Johannesburg (Joh), Madrid (Mad), Mexico City (Mex), New Delhi (Del), Budapest
(Bud), Cairo (Cai), Rotterdam (Rot), Barcelona (Bar), Buenos Aires (Bue), Cape Town (Cap), Mum-
bai (Mum), Rio de Janeiro (Rio), Singapore (Sin), and Vancouver (Van). The table contains the results
for comparing the empirical data in terms of motif sizes: 3, 4, 5, and 6, averaged respectively, for each
of the three defined topographic categories, from top to bottom: compact, river, and seaside. The
reference models are the cities written in the column headers, to which each city on each row is
compared. As an example, the fidelity of Bucharest (Buc) to Beijing (Bei) is 0.747. Is is also worth
mentioning that the p-function is not symmetric if the reference is interchanged with the compared
model. Following the same example, the fidelity of Beijing (Bei) to Bucharest (Buc) is 0.555. This
translates into the fact that the motif distribution of streets in Bucharest has meaningful character-
istics which better map on the road network found in Beijing, but not vice-versa. Beijing has the
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same characteristic motif representatives in particular, but it also has (many) other relevant motifs
characterizing the city. This is why I need to compare each city to each other to better understand
the structure.

From Table I can extract some conclusions regarding individual city similarities. In terms
of compact cities, the highest similarity outdegree (on rows) is that of Bucharest, while the highest
similarity indegree (on columns) is that of Johannesburg. I can immediately observe that Johannes-
burg is the city with the most similarity oriented towards it. On the other hand, Bucharest has the
highest outgoing similarity, suggesting that it resembles the most to other city road networks. To
enhance the numerical interpretation I chose to use a graphical representation of mutual similarity.
For river cities, Budapest has the highest outdegree and Rotterdam the highest indegree. Finally,
for seaside cities, Mumbai and Buenos Aires have the highest outdegrees, while Cape Town has the
highest indegree.

Figure D.7 shows the distributions of similarity towards the reference cities for each topography.
In Figure one can denote the histograms of motif similarities averaged over all motif sizes (3
to 6). Comparing the histograms, I can conclude which city has the highest overall fidelity in each
category. For example, Mexico City has a poor urban infrastructure in terms of a compact city, and
Rio de Janeiro is not a typical seaside city. On the other hand, Bucharest is a typical social city for
compact topographies, Budapest for river cities, and Mumbai is by far the best candidate for social
city, in terms of resemblance to Cape Town.

What is noteworthy is that by following an innovative methodology of comparing city road infras-
tructures I am able to obtain quantifiable scores for assessing the road quality and resemblance to
any other city. This is in turn matched to the geographical layout similarities between cities, like I
obtained for Johannesburg, Rotterdam and Cape Town.

The work I have undertaken together with my collaborators represents a novel approach in com-
paring the road infrastructure of cities, and is a continuation of the work started in [259]. Moving
from a generic comparison between diverse cities, to topographically similar cities, has bridged the
gap between understanding how the geography affects the emergent infrastructure of a city. Com-
bining concepts from the area of network analysis and mapping them to road networks, I succeed to
add improvements in existing techniques that address the analysis of traffic control. My research is
focused around a network motif-based algorithm which assigns cities a so called Social City-score.

D.2. Performance versus cost optimizations of wireless sensor
networks

Applying complex network analysis principles in order to analyze and optimize sensor networks is
nothing but natural as the network perspective provides an innovative means of analyzing the struc-
ture of entities with a social-like structure [278]. Thus, I can detect influential nodes, patterns of
communication and also study dynamics inside the network. This strongly relates to wireless sensor
networks as it is important to disseminate which sensor nodes are critical for the data throughput,
which are more central so that relays can be placed at those positions, and also model growth as the
network coverage spreads in time.

In this discussion, I are going to differentiate between regular nodes, responsible for gathering
data and/or acting upon received commands and relay nodes which collect data from the nodes in
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Table D.1.: Motif-based network fidelity of cities (rows) using each other as reference models
(columns), averaged over motifs of sizes 3-6. A lower value of ¢ means a lower resem-
blance to the reference motif distribution. The similarity is computed based on each of
the three topographic categories.

Compact References
Bei Buc Joh Mad Mex  Del
Bei 1 0.555 0.652 0.672 0.502 0.556
Buc 0.747 1 0.713 0.745 0.576 0.679
Joh 0.546 0.449 1 0.555 0.465 0.472
Mad 0.641 0.552 0.636 1 0.472 0.523
Mex 0.509 042 0.573 0.521 1 0.492
Del 0.677 0.611 0.7 0.669 0.603 1
River References
Bud Cai Rot
Bud 1 0.525 0.72
Cai 0.431 1 0.607
Rot 0.477 0.435 1
Seaside References
Bar Bue Cap Mum Rio Sin Van
Bar 1 0.0.42 0.679 0.627 0.715 0.671 0.532
Bue 0.608 1 0.621 0.599 0.663 0.587 0.539
Cap 0.426 0.279 1 0.472 0.5 0.545 0.33
Mum 0.613 0.41 0.76 1 0.677 0.729 0.477
Rio 0.502 0.33 0.593 0.488 1 0.518 0.407
Sin 0.487 0.297 0.651 0.548 0.523 1 0.369
Van 0.624 0.443 0.639 0.585 0.663 0.607 1
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Figure D.2.: Network fidelity of city road networks compared to the Social City of each topographic
category: a. Johannesburg (compact). b. Rotterdam (river). c. Cape Town (seaside). A
lower fidelity (column height) means less resemblance to the reference model.
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the direct area of coverage and send them upstream to the network sink. The aim of this chapter
is to propose an optimization solution for choosing the number of required relays and their opti-
mal position so that I maximize the performance of the network while keeping the overhead at a
minimum.

In the design of a WSN the practitioner has to balance the costs involved with the solution, with
the performance, and one of the key performance metrics is the average delay from node to sink.
My research is part of a larger endeavor of designing and deploying a near real-time sensor network
for monitoring and reporting data regarding road traffic conditions and consequently dynamically
adapt the state of the traffic lights.

Given any two-dimensional WSN, I model it as graph G = {V, E'}, composed out of nodes (ver-
tices) V and edges E. The set of edges consists of all wireless links between all pairs of sensors inside
each node’s coverage area, like in an ad-hoc network. The requirements are as follows:

o assign one sink for the network: ng € V,
o assign an optimal number of relay nodes: r; € R, R C V, |R| < |V|, ns € R,

in order to balance a maximal performance and a minimal cost for G. I consider the relay nodes r;
interconnected using cable links with negligible latency and infinite power supply. The performance
is expressed in terms of number of hops required to reach the nearest relay (relay-to-sink communi-
cation is considered negligible) and the cost is expressed in the number of required relays | R)|.

D.2.1. Background

Mostly dependent on the task of the network but also of the particular conditions and the type of
sensors there are two major strategies in placing the nodes of a sensor network: deterministic and
random. The first one, when possible, can ensure great coverage with careful placement of the nodes
and even the logical topology of the network can be established at deployment time [168].

Because of the adverse condition on the field there are situations where the single possible option
for deploying nodes is in a random manner. This has adverse effects on the main metrics of a WSN
[163]. In any situation where there is a large distance between two adjacent nodes, I witness a low
throughput and high energy consumption.

Rich literature exists on the topic of optimal node placement [130], which is considered an NP-hard
problem [28§] and some non-deterministic approaches were proposed, which provide sub-optimal
results [222].

Much because the current approaches in deterministic placement of the nodes proven themselves
problematic but also because some of the typical WSN deployment scenarios presented both in the
literature and also in the real life scenarios, such as wild fire prevention, battlefield monitoring or
disaster rescue, require a random distribution of the nodes, even if there are some possibility of con-
trolling the density of the nodes [28] I decided to investigate the problem of relay placement strategies
in this case.

D.2.2. Methodology

In order to generate the input data I use a WSN topology generator which produces a topology of
nodes (sensors) with 2D geographical data. I convert the information into gdf file format which
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can be imported in Gephi [30], the leading tool in large graph data visualization. Any layout of
sensors in a geographic space can be processed by my algorithm by importing it in Gephi, where
my developed plugin can be used from. Further, the enhancement algorithm, called SIDeWISE,
processes the topological data. The result is the initial sensor network with an additional overlapping
layer of optimally placed relays which are all connected to a sink through a heuristically obtained
minimum cost spanning tree.

I further present the SIDeWISE (Soclally enhanceD Wlreless Sensor nEtwork) algorithm step by
step. I start with a topology of given sensors |V |which all have positional data attached. Also, a
wireless coverage range r is given, and a resolution parameter which controls the density of required
relays to be placed. In step A of the given algorithm, a graph G = {V, E'} is formed by connecting
each two sensors that are within each other’s coverage range r. The distance (n;, n;) is defined as
the Euclidean distance between the two points (z;, ;) and (z;, ;).

Step B of the algorithm implies determining which node would best fit as being the (single) sink
of the network. Once the graph is obtained, the Eigenvector centrality algorithm is run on G [206].
The Eigenvector centrality was chosen as it is considered a well predictor of a node’s influence in a
network [276, 153]. The centrality algorithm is defined in such a way that only one node - the most
central - has a centrality of 1.0. All other nodes have their centralities between 0 and 1. Consequently
I define node n; with maximal centrality as the sink for G5, in contrast to the geographically centered
approach proven less effective [288, 294]. Once this node is determined it becomes the sink ng, and
is added to the set of relays R.

Step C determines the clusters of sensors which are relevant to the network from the throughput
perspective. While it is not a common practice to determine communities in sensor networks, com-
munities are highly relevant in social networks [205]. As such, in order to determine the optimal
number of needed relays I run a community detection algorithm on the network G, by measuring
its modularity. A community detection algorithm is a method for grouping individuals (nodes) into
clusters in which all elements share one or more common properties [38]. In this case, the com-
monly shared property is the position of each sensor. A parameter named resolution can influence
the number of detected communities. In comparison to the default resolution value of 1.0, a cus-
tom resolution < 1.0 will determine smaller/more communities, and a resolution > 1.0 will determine
larger/less communities [151]. I discuss the impact of using a custom resolution in the next chapter.
Measuring the modularity of a realistic network (i.e. not regular, not evenly spread) results in a high
number of communities with various sizes. As there are always small communities formed out of
several stranded nodes, I ignore all communities with a total size smaller than a fraction \ of the
total population. It is important to mention that discarding does not mean the sensors are removed
from the network, it means that those groups of sensors will be considered irrelevant for the next
step of the relay placement algorithm.

Step D is an iterative process similar to step B, but it is applied on each individual community
previously determined. The number of relays is determined by the number of relevant communities
(i.e. size > A fraction of the population) during step C while the relays themselves are chosen during
this step. Measuring the centrality distribution of each community, I choose the most central node
as a relay. As mentioned before, the central node is the closest to all other nodes in its community.
This is relevant to wireless sensors because the existing edges are determined by position, and so it
becomes straightforward and efficient to choose a relay to whom any sensor requires the minimum
number of hops to reach.
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Algorithm D.1 SIDeWISE pseudocode for a cost-throughput-optimal network

Input: raw wireless sensor network with |V| nodes with positional data (ay, y;), and
wireless coverage range r.

: Link all nodes of (G in wireless range r
:E « {}
:for each pair of nodes (n;, n;) in V:
if distance(n;, nj) < r: e;; < create edge between (n;, n;)
FE = EU €ij
: Assign the sink ng to G
:for each node n; in V:
C[n;] «+ compute centrality {G, n;}
:find ng in V where C[ng] = 1.0 (maximal)
:R= {TLs}
: Detect and filter communities Com
:Com <+ community detection algorithm G, resolution
:for each com; in Com:
if size(com;) < A x |V]: (5} of population)
Com = Com \ {com;}
Assign relays R for each community com;
:for each community com; in Com:
for each node n;; in com;:

C[nik] < compute centrality {com;, n}
find ny in com; where C[ny] = 1.0 (maximal)
R = RU Nk

Create an MST for relay-graph Gr = (R, MSTER)
:Er +— {}
:for each pair of relays (r;, r;) in R:
ej; < create edge between (1, ;)
Er = ErJe;; (complete graph)
:GRR, MSTER — Kruskal—MSTR7 Er
:Fr=FEr\ MSTER (complete graph minus MST)
: Centralize sink ng
:while C'(ng) < 1.0:
for each edge e; in ER:
MSTER = MSTERUQ
C(ng) < compute centrality Gg, ngs
fitness(e;) « C(ng)
MSTER = MSTER \ €;
find e, in Ei where fitness(e,) is maximal
MSTER = MSTER Uer
ER = ER \ €r
C(ng) + fitness(e,)

O Q00N O WN - >

=
= O

W WWWNDNNNNDMNNTNOMNNNNNR,EPRTHNER,PS, 2,22 O
W NP O OOWwNO O W NP O OWOW: = NO U WwW- N

Output: wireless sensor network (G with cost-optimal overlapping relay and sink

physical network MSTGpr ={R, MSTER}.
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(a) (b)

Figure D.3.: Heuristic optimization of the MST to increase throughput of relays (red nodes). a. A
relay network connected with an MST. b. The same MST but with an additional two
edges so that the sink (bigger red node) becomes the central node of the network.

Considering that now all relevant wireless sensors have a relay in their vicinity, step E processes set
R in order to create a secondary, overlapped graph of edges that connect all relays and the sink. The
edges represent physical links, like broadband cable. Coverage of the set with edges is done using
Kruskal’s minimum spanning tree (MST) algorithm and I obtain G = (R, M STER) [149].

The final step of the algorithm is step F. At this point I have a cost-optimal overlapping tree of
relays, M ST'G g, but from a throughput perspective it may result as highly latent. This problem is
depicted in Figure D.3. The smallest (gray) nodes represent wireless sensors, the red nodes represent
relays and the single larger red node is the sink. The red edges are the physical links connecting the
relays. The next optimization tries to heuristically lower the average number of hops required for
relays to reach the sink. As such, an iterative process of maximizing the sink’s centrality is proposed.
Even though the ideal result would be to connect all relays with the sink directly, this would alter the
cost-optimality. Thus, a trade-off solution like the one depicted in Figure D.3b is preferred. It shows
how the sink is made more “central” by adding two more edges to the MST resulting from Kruskal’s
algorithm. Most relays now have a distance of one or two hops with the addition of only two edges
to the MST. The algorithm tries to add another edge to the MST, measures the sink’s new resulting
centrality and keeps this as a fitness for the added edge. It does this for all candidates. After one
iteration, the edge with the best fitness is kept in the MST. This is repeated until the centrality of the
sink becomes 1.

D.2.3. Discussion

Based on the full simulation results described in [[29], I make an analogy with the small-world prop-
erty which represents an ideal balance between the characteristics of a regular network and a random
network [276], Figure [D.4 suggests the same principle: the socially enhanced wireless sensor net-
works lie at the ideal crossroads between cost and performance. One the left side is a network with
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Figure D.4.: The SIDeWISE algorithm balances cost and propagation delay by optimizing the place-
ment of the relays in a WSN. The two extreme cases are represented by a single-sink
network (a) and a network fully covered by relays (b).

just one sink and no relays. While being cost-optimal (17 (relay)), it offers the worst performance as
the propagation delay is maximal (6.987 (average number of hops from any sensor the the nearest
relay)). On the right side is a network fully covered by relays. In this case the delay is optimal (17)
but the cost is maximized (100r). As the graphics of the delay and cost show, there is a window in
which I can create a network with the best possible trade-offs: a relatively low delay (i.e. high perfor-
mance) and a low cost. This is the type of enhancement which the SIDeWISE algorithm facilitates.
Experimentally I prove that my proposed solution has a cost of 7 with a delay of only 3.627. This
yields a 92% performance improvement over (a) and and only uses 7% of the relays required for (b).

This work represents a novel approach in designing the placement of relay nodes in a sensor net-
work. By using concepts from the area of social network analysis and mapping them to the already
classical field of sensor networks I succeed to add improvements to the costs implied with deploy-
ing the infrastructure. This research is focused around the algorithm I have devised with my close
collaborators, called SIDeWISE.
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